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for each image with their respective hourly and quarterly medians.
However, our approach is generic enough and scalable enough to
deal with multiples cameras.

4.2 �ery Formulation
Since our aim in this study was to analyze tra�c pa�erns as a
means to detect abnormal conditions, we need to extract the set
of images which would deviate the most from their respective
median. For this, we used a threshold that �ltered out the images
whose magnitude of hourly or quarterly change was approximately
2 standard deviations from their respective hourly or quarterly
median.

4.2.1 Hourly Change.Hourly change is useful to sense the traf-
�c within an hour and can help us detect recent changes in the
tra�c conditions. �e query (as shown in Figure 6) was used to get
the list of images between 12:00 pm and 1:00 pm which deviate the
most within the hour. �is query gives the URL for the image and
the hourly change of that image with respect to the hourly median.
�eries were thresholded using a margin of one standard deviation
from the median value of the hourly or quarterly value. Figure 7
shows a couple of images given by the hourly query.

Figure 6: SPARQL query to get the tra�c images based on
hourly change.

Figure 7: Sample images returned fromhourly change query
(query provided above).

4.2.2 ƒarterly Change.Sometimes we cannot rely on hourly
change to sense the tra�c. For instance, if there was a tra�c jam
due to an incident for a considerable portion of the hour, using only
the hourly information may not be su�cient to sense the tra�c
movement or congestion. In such scenarios, quarterly change can
be useful to detect such anomalies since it considers a wide range
of time. �e query (as shown in Figure 8) was used to get the list
of images between 12:00 pm and 1:00 pm which deviate the most
within a quarter (6 hours). �is result also contains the set of images
from the hourly query along with another set of images as shown
in Figure 9.

Figure 8: SPARQL query to get the tra�c images based on
quarterly change.

Figure 9: Sample images returned from quarterly change
query (query provided above).

4.2.3 Use of the Clarifai API.�is system also makes use of
Clarifai API for tra�c sensing through the use of class labels using
object recognition. For example, the query (as shown in Figure 10)
gave a set of 43 images between 12:00 pm and 1:00 pm which are
labelled as ’tra�c jam’ by the Clarifai API10.

Figure 10: SPARQLquery to get the tra�c imagesmentioned
by Clarifai API.

We further explored the use of Clarifai API to test its reliability.
For example, Figure 11a was one of the results generated by the
query labelled as ’tra�c jam’ by Clarifai API with a probability of
0.78, whereas Figure 11b was not labelled as ’tra�c jam’ by the
same Clarifai API. Whereas, the ITSKG system gave Figure 11b in
the result with the mentioned threshold and not Figure 11a. �is
clearly shows that Clarifai API was not able to sense the tra�c while
the ITSKG system, though not entirely accurate, was good enough
to sense the tra�c in the city. �e Clarifai API gave inconsistent
results which fail to address the main purpose of this study.

4.3 Results and Discussion
�ree annotators independently labeled 60 images from noon to
1:00 pm as either high congestion or low congestion. �e inter-rater
agreement was measured using Fleiss Kappa [11], achieving a per-
formance of 0.71. From Table 2, we see that the performance using
the Clarifai tags alone, i.e. without any of the dynamic image-based
10�e query result is provided in h�ps://roopteja.bitbucket.io/tra�cCams/
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Figure 11: Clarifai API vs. ITSKG system.

features from the ITSKG system is not very promising (precision
<0.5). However, both the quarterly and hourly change metrics have
fairly high values of precision and recall. �is is not surprising since
tra�c conditions change vastly on an hour-to-hour basis. Moreover,
the labeling of the individual images as high or low without having
intermediate levels also adds subjectivity that a�ects the current
evaluation framework (Figure 12). However, despite the subjective
nature of the evaluation, the performance of our ITSKG system
looks promising. Based on the aggregation of the number of image
frames detected as having a high congestion, we were able to detect
high congestion for the event from October 2016.

Table 2: Results of the di�erent components in the ITSKG
system for Use Case Example.

�ery Precision Recall F1 Score
�arterly Change 0.69 0.77 0.73
Hourly Change 0.63 0.77 0.69
Clarifai 0.4 0.65 0.5

Figure 12 shows sample images from the query results for the
quarterly and hourly change indicating that the ITSKG system
labeled these images as depicting high congestion, although the
annotators did not.

Figure 12: Sample images detected as high congestion by our
ITSKG system, but marked as not high congestion by the
annotators.

5 CONCLUSION AND FUTUREWORK
With cities growing rapidly, tra�c management has become a high
priority for improving the tra�c �ow and minimize wasted time. It
is important to detect incidents such as accidents, closures etc., and
clear them to reduce the impact on tra�c. �e problems with exist-
ing detectors have led to the usage of tra�c cameras to represent
real-time tra�c. Our proposed ITSKG framework has the poten-
tial to identify dynamic tra�c conditions from camera imagery
as shown in our example use case. �is framework is well inte-
grated with the existing Semantic Sensor Network (SSN) and aids
in analysing heterogeneous streams of sensor data to extract mean-
ingful information. Such system can help transportation agencies
provide real-time tra�c analysis and help in managing tra�c. For

our future work, we will address the limitations of traf�c cameras
such as weather, lighting, maintenance, and proper placement with
respect to line-of-sight and incorporate advanced image processing
algorithms. Social media features can also be incorporated into the
current ITSKG framework, adding to the system by aggregating
information across heterogeneous sensors.
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