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Don’t Go with the Flow: Web Services Composition Standards Exposed

Wil van der Aalst, Eindhoven University of Technology

The recently released BPEL4WS is said to combine the best standards for Web services composition, such as IBM’s WSFL and Microsoft’s XLANG. (For an explanation of these and other acronyms, see the “Glossary” sidebar.) BPEL4WS allows for a mixture of block- and graph-structured process models, thus making the language expressive at the price of being complex. Although BPEL4WS is not such a bad proposal, it is remarkable how much attention this standard has received, while more fundamental issues and problems such as semantics, expressiveness, and adequacy have not received the attention they deserve.

Of course, having a standard is a good idea, but there are too many of them—and most die before they mature. Con-
sider the growing list of acronyms: PDL, XPDL, BPSS, EDOC, BPML, WSDL, WSCI, ebXML, BPEL4WS—and these are just some of the acronyms referring to various standards in the domain. Another problem is that these languages typically don’t have any clearly defined semantics. The only way to overcome these problems is to critically evaluate the so-called standards for Web services composition. In other words, don’t just go with the flow.

Web services composition

Two trends are coming together in e-business that are creating both opportunities and pressures to automate business processes across organizational boundaries. One is the technology push created by enabling technologies taking XML-based standards and the Internet as a starting point. The other trend is improving the efficiency of processes from a business perspective.

After the dotcom crash, there was a pressing need to use Internet technology’s potential by automating business processes across enterprise boundaries. Web services aim to exploit XML technology and the Internet by integrating applications that can be published, located, and invoked over the Web. A typical example of a Web services application is the Galileo system, which connects more that 42,000 travel agency locations to 37 car rental companies, 47,000 hotels, and 350 tour operators.

To truly integrate business processes across enterprise boundaries, merely supporting simple interaction using standard messages and protocols is insufficient. Business interactions require long-running interactions that are driven by an explicit process model. This raises the need for Web services composition languages such as BPEL4WS, WSFL, XLANG, WSCI, and BPML. These languages are also known as Web services flow languages, Web services execution languages, Web services orchestration languages, and Web-enabled workflow languages. Before discussing such languages, I focus on the typical technology on which they are building.

Figure 1 shows the relation between Web services composition languages and other standards such as SOAP, WSDL, and UDDI. SOAP is a protocol for exchanging information in a decentralized, distributed environment using typed message exchange and remote invocation. It is an XML-based protocol that consists of:

- An envelope that defines a framework for describing what is in a message and how to process it
- A set of encoding rules for expressing instances of application-defined data types
- A convention for representing RPCs and responses (SOAP can potentially be built on top of any transport layer, such as an HTTP-based infrastructure)

WSDL is an XML format for describing network services based on a standard messaging layer such as SOAP. A WSDL document defines services as collections of network endpoints, or ports. WSDL separates the abstract definition of endpoints and messages from their concrete network deployment or data format bindings. This lets us reuse abstract definitions, including messages, which are abstract descriptions of the data being exchanged, and port types, which are abstract collections of operations. The concrete protocol and data format specifications for a particular port type constitute a reusable binding. Associ-
ating a network address with a reusable binding defines a port, and a collection of ports defines a service.

UDDI defines a set of services supporting the description and discovery of businesses, organizations, and other Web services providers; the Web services they make available; and the technical interfaces we can use to access those services. Simply put, we can use UDDI to build “yellow pages” for Web services. Consensus currently seems to exist on the use of SOAP, WSDL, and UDDI, so I assume these standards will remain in place.

Web services composition languages build directly on top of WSDL. A language such as BPEL4WS both provides and uses one or more WSDL services. A WSDL service is composed of ports that provide operations. Each operation receives a message (one way), receives and sends a message (request response), sends and receives a message (solicit response), or sends a message (notification). WSDL services and the corresponding operations are glued together to provide composed services. To glue such services together, a process model must specify the order in which the operations execute. A Web services composition language provides the means to specify such a process model.

An important difference between WSDL and a language such as BPEL4WS is revealed when we consider the states. WSDL is essentially stateless because the language is unaware of states between operations. The only state notion supported is the state between sending and receiving a message in a request-response or solicit-response operation. Any technology supporting a Web services composition language will have to record states for processes that are more complex than a simple request response. Only by recording the state can we determine what should be done, thus enabling long-lived business transactions. This has triggered the development of languages such as BPEL4WS, WSFL, XLANG, WSCI, and BPML.

Overview of so-called standards

The BPEL4WS specification builds on WSFL and XLANG. XLANG is a block-structured language with basic control flow structures such as sequence, switch (for conditional routing), while (for looping), all (for parallel routing), and pick (for race conditions based on timing or external triggers).

Unlike XLANG, WSFL is not limited to block structures and allows for directed graphs. The graphs can be nested but must be acyclic. Iteration is only supported through exit conditions—that is, an activity or subprocess iterates until its exit condition is met. The control flow part of WSFL is almost identical to the workflow language that IBM’s MQ Series Workflow uses. This might be surprising, given that this workflow language is very different from most languages. For example, the “Death-Path Elimination” allows for the so-called “Synchronizing merge pattern.” This way, routing is not restricted to explicit AND-joins and XOR-joins, as in most workflow products. This is a nice feature, but it is quite exotic and most systems don’t support it.

Although the correspondence between the WSFL standard and IBM’s workflow product might surprise people not involved in the standardization process, we can easily explain it by the fact that the same set of people (most notably, Frank Leymann) have defined both languages. We can make similar comments for XLANG and Microsoft’s BizTalk Orchestration. XLANG is based on Microsoft’s current middleware solution and therefore hardly qualifies as a “standard.” Unfortunately, BPEL4WS, WSFL, and XLANG are not the only recently proposed standards. Sun, BEA, SAP, and Intalio have introduced another candidate for Web services composition: WSCI. Intalio also initiated the Business Process Management Initiative (BPMI.org), which developed BPML. OASIS and UN/CEFACT support ebXML. Part of ebXML is BPSS, which is yet another standard similar in scope to BPEL4WS, WSFL, XLANG, WSCI, and BPML. The abundance of overlapping standards for Web services composition is overwhelming. Some people refer to these competing standards without clear added value as WSAH—Web Services Acronym Hell.

Outside the Web services domain, other initiatives are attempting to standardize the specification of executable business processes. Most notable is the initiative of the Workflow Management Coalition. Since 1993, the WfMC has been active in standardizing both a workflow process definition language and the interfaces between various workflow components. In August 2002, the WfMC released XPDL to support the exchange of workflow specifications between different workflow products. According to Jon Pyke, WfMC Chair and CTO of Staffware, XPDL is consistent with BPEL4WS but goes far beyond the standards for Web services composition. Clearly, many people working on standards for Web services composition did not benefit from the experiences in the workflow domain. Therefore, “been there, done that” comments are justified.

However, workflow vendors clearly have not adopted WfMC standards. Some systems can export to XPDL, but none can import XPDL from another system and still produce meaningful results. This is partly because after work on workflow standards for more than a decade, still no consensus exists on the workflow constructs that must be supported and their semantics. It is remarkable how many different interpretations of a join construct exist in contemporary workflow languages: “Wait for all (AND-join),” “Wait for first and reset (XOR-join),” “Wait for first and block until all have arrived,” “Wait for all to come,” and so forth.

Comparing BPEL4WS, XLANG, WSFL, XPDL, and WFM products

With respect to Web services composition languages, software vendors such as IBM, Microsoft, Sun, BEA, SAP, and Intalio have been the main drivers of development. This has resulted in an abundance of standards having overlapping functionality. When you look at the standards in more detail, you can see clearly that they are often based on existing products, just as WSFL is almost a copy of the MQ Series Workflow language. Standards that involve multiple software vendors are often a compromise between competing viewpoints. Consequently, such standards tend to be imprecise or unnecessarily complex. WfMC’s XPDL is an example of a standard that is imprecise, thereby letting vendors have their own interpretation of it (and making it useless). BPEL4WS joins viewpoints from both WSFL and XLANG, thus making the language complex.

Given these observations, looking for objective measures for comparing Web services composition languages is useful. For the control-flow aspect of such languages, we can use some of the results from workflow research. One way to compare standards such as BPEL4WS, XLANG, and WSFL is to use the set of workflow patterns available from www.tm.tue.nl/it/research/patterns. Each of these patterns corresponds to a routing construct often required during workflow design. The whole set of patterns has been...
used to evaluate and compare about 20 workflow management systems.

Table 1 compares three Web services composition languages, XPDL, and four concrete workflow management systems.6 The first five patterns correspond to the basic routing constructs you can find in any language. The other patterns refer to more advanced constructs that most standards and products don’t support. Every “+” refers to direct support—meaning the language has a construct that directly supports the pattern. A “–” refers to no direct support. This does not mean that realizing the pattern through some work-around is impossible. (For example, any of the constructs can be realized using a standard programming language, but this does not imply that there is direct support for all workflow patterns.) Sometimes there is a feature that only partially supports a pattern, such as a construct that imposes certain restrictions on the structure of the process. Support for such features is rated “+/–”.

Without going into details, we can make several observations.

First, BPEL4WS is indeed a combination of XLANG and WSFL when it comes to supporting the patterns. Second, WSFL and MQ Series Workflow are indeed identical when it comes to process specification. Third, XPDL seems less expressive than BPEL4WS. (In a way, we can view XPDL as the greatest common denominator of existing workflow languages rather than the least common multiple.) Finally, Web services composition languages and workflow management systems have relevant differences when it comes to supporting routing constructs. Of the four workflow management systems listed, only FLOWer (a workflow and case-handling system) is block structured like XLANG. The other three systems (Staffware, MQ Series, and eProcess) are graph-based like WSFL and XPDL.

The Web site of BPMI.org, one of the organizations proposing a Web services composition standard, states that BPMI.org defines open specifications such as the Business Process Modeling Language (BPML) and the Business Process Query Language (BPQL) that will enable the standards-based management of e-Business processes with forthcoming Business Process Management Systems (BPMS), in much the same way SQL enabled the standards-based management of business data with off-the-shelf Database Management Systems (DBMS).

The goal of obtaining standards similar to SQL for Web services is ambitious. As history shows, such standards do not originate from vendors pushing their own products. Recall that the Entity-Relationship model by Peter Chen and the Relational Model by Eduard Codd enabled languages such as SQL. Although there are well-estab-
lished process-modeling techniques combining expressiveness, simplicity, and formal semantics (such as Petri nets and process algebras), the software industry has chosen to ignore these techniques. So, the world is confronted with too many standards, mainly driven by concrete products or commercial interests. The only way to stop this is to ignore standardization proposals that are not using well-established process-modeling techniques. This will force vendors to address the real problems rather than create new ones.
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Web Services Solve Problems, and Problem-Solving Methods Provide Services

V. Richard Benjamins, Intelligent Software Components, S.A.

In the fall of 1996, on a flight home from the Knowledge Acquisition Workshop, some colleagues and I were outlining a new research project (an FP4 Esprit project) that aimed to link knowledge technology to the Web. The Web was gaining importance, and knowledge technology was looking to join the bandwagon. We were talking about the IBROW3 project, an Intelligent Brokering Service for Knowledge-Component Reuse on the World Wide Web (see www.swi.psy.uva.nl/projects/IBROW3/home.html).

The project envisioned reusable heterogeneous components located at repositories on the Web, which a broker (or software agent) would configure into a distributed program to solve a particular problem. The broker therefore had to know about the problem and the individual components’ capabilities. The brokering process’s result would be a distributed system that could, for example, classify edible and poisonous mushrooms using a public mushroom database and a classifier, both available on the Web.

The components that the IBROW project considered were problem-solving methods and ontologies. A PSM is a generic description of a reasoning process, independent of the domain to which it is applied. A PSM might solve classification tasks, for example, by classifying mushrooms, diseases, or financial transactions. Before we can apply a PSM to a particular domain, we have to check its assumptions, which describe the domain model’s required characteristics.

For example, the establish-and-refine PSM, which B. Chandrasekaran introduced in the late 1980s, requires hierarchically organizing the domain knowledge. The PSM’s assumptions capture the interaction between the PSM and domain knowledge explicitly such that reusing each of them in different situations becomes less troublesome. One main motivation behind research on PSMs and ontologies in the 1990s was to increasingly reuse and share code rather than develop code from scratch for each new problem.

Web services

We also see this motivation in Web services—pieces of software available on the Web that people can access through a standard protocol and execute remotely. Furthermore, when used together, Web services can deliver a complex functionality.

The three major ingredients for Web services are a description of the service, which uses the WSDL; the XML protocol SOAP, through which users access the services; and a UDDI directory, where you can find what Web services are offered and where. (For an explanation of these and other acronyms, see the “Glossary” sidebar.) With these ingredients in place, anybody can use a Web service, regardless of the programming language in which the service was originally defined.

Web services thus tackle the problem of heterogeneous sources and make them interoperable. Technologies such as Corba, RPC, and EDI had the same objectives, but those solutions needed their proper (that is, specific or dedicated) infrastructure, with the corresponding costs and implementation efforts. We can thus explain the success of Web services by viewing them as a technology based on maximal decoupling (and thus maximal reusability) available over an existing economic infrastructure (the Internet).

Their power is not so much in their technology (the idea of RPC is nothing new) but rather that they offer a Web-native XML-based solution. So, we can rapidly design, implement, and deploy Web services.

These characteristics make Web services an interesting candidate for integrating heterogeneous enterprise applications. Organizations spend a lot of money making their internal systems interoperable with their partners’ and providers’ enterprise applications—and sometimes even with their internal applications. Web services offer an interesting alternative because they wrap existing (legacy) systems and let them communicate through SOAP over existing infrastructures (extranet or intranet). This is probably why research analysts at companies such as the Gartner Group and McKinsey are monitoring developments in this area.

The Semantic Web

Having said all these nice words, I must admit that current Web services technology solves only part of the problem. Distributed systems developers now have a common platform for rapidly developing or integrating complex software by configuring existing services. Through UDDI, they can look up the basic services they need expressed in WSDL, which they then can access by
Table 2. Resemblance between IBROW, on the one hand, and the Semantic Enabled Web Services project and the Semantic Web in general, on the other hand.

<table>
<thead>
<tr>
<th>IBROW3 (Esprit FP4); IBROW (IST, FP5)</th>
<th>The SWWS project, Semantic Web</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Web is changing the nature of software development to a distributive plug-and-play process. The components concerned are problem-solving methods (generic algorithms) and ontologies.</td>
<td>Web services are orchestrated into complex services.</td>
<td>In IBROW, problem-solving methods (PSMs) and ontologies were the components being configured, versus Web services today.</td>
</tr>
<tr>
<td>PSMs and ontologies</td>
<td>Web services</td>
<td>PSMs and ontologies, when connected to the Web, deliver services. PSMs deliver reasoning services, while ontologies enable intelligent query answering.</td>
</tr>
<tr>
<td>IBROW integrates research on heterogeneous databases, interoperability, and Web technology with knowledge-system technology and ontologies.</td>
<td>Semantics and enterprise application integration</td>
<td>Web services can wrap heterogeneous sources to make them interoperable. Semantic agreement is currently hard coded in the wrapper.</td>
</tr>
<tr>
<td>The project aims at providing intelligent reasoning services on the Web as opposed to the more common information services.</td>
<td>From information overload to task delegation</td>
<td>The current paradigm of information retrieval causes much information overload. We need to delegate tasks to agents such that people focus on the interesting information.</td>
</tr>
<tr>
<td>The broker needs to reason about characteristics of PSMs, for example about their competence: Unified Problem-Solving Method Description Language (UPML)</td>
<td>Annotation of services, WSMF, DAML-S</td>
<td>UPML is used to characterize ontologies and PSMs in terms of their competence (capabilities) and requirements.</td>
</tr>
</tbody>
</table>

programming SOAP. However, a person must do all this work, and without much support. As more Web services become available, information overload will make finding the service you need difficult.

To overcome these problems, we must first recognize that current Web services technology is basically a syntactical solution and that the semantic part is still lacking. A Web service is described in WSDL, outlining what input the service expects and what output it returns. To exploit their potential (beyond enterprise application integration), Web services must be able to orchestrate themselves into more complex services. Thus, we need ways to combine individual Web services into a distributed, higher-level service.

The Web Service Flow Language, which can express the sequencing of individual services, is taking the first steps. WSFL lets the user decide which Web services to combine and in what order. However, we still need a framework that semantically describes services, such that software agents can locate, identify, and combine the services.

This is where the Semantic Web comes in. It semantically describes (annotates) content available on the Web such that software agents can understand and process the information. In this manner, Web services should form part of the Semantic Web (www.semanticweb.org). They would need a semantic characterization of the services they offer as well as a middleware for service discovery and orchestration, to hide complex technology from users. A user can thus consume a high-level functionality without noticing that a complex process is going on under the hood. This is a main objective of the Semantic Enabled Web Services project (SWWS, www.semanticweb.org)—to develop such intelligent middleware along with a language to semantically express Web services capabilities.

If we look back at the original IBROW project (www.ibrow.org), we see that it resembles the SWWS project in particular and the Semantic Web in general. Table 2 illustrates this, showing some phrases and terms from the IBROW project and the corresponding terms used in current Semantic Web research projects.

We are now entering FP6, the Sixth European Research Framework Program. In addition, the IBROW projects (one in FP4 in 1998 and the current one in FP5 from 2000–2003) are about to finish. Since these projects began, many things have changed. The Web has drastically changed how we communicate, do business, and obtain information (where Google is the ruling champion). A revolution of new technologies has overtaken the IBROW project, such as Semantic Web technology and Web services. However, IBROW has played a crucial role in identifying relevant issues and major challenges and in bringing together the key people and groups that nowadays lead the European effort in Semantic Web services research.

The notion underlying Web services is nothing new. In this sense, it is “been there, done that.” However, the infrastructure we currently count on is much more advanced than several years ago. In IBROW, we spent much effort making the underlying infrastructure work and creating the (heterogeneous) content. This hampered us from focusing completely on the real issues, such as semantic interoperability. In the current technological situation, coupled with a strong business pull (PSMs were more of a technology push from the knowledge-engineering community), we soon will have Web-accessible methods that solve real business problems through knowledge-intensive or intelligent Web services.
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Web Services: Technical Evolution yet Practical Revolution?

Amit Sheth and John A. Miller,
University of Georgia

Web services are here to stay. Both business and technical considerations will provide them with the staying power and tailwind to survive the hype. Despite their lack of a major technical breakthrough, Web services will initially succeed owing to the right confluence of evolutionary technological choices, low barriers and entry costs, and their strong standards-based approach. In the long run, however, they must be empowered by semantics and coupled with Semantic Web technologies to fulfill broader, longer-term promises.

Evolution in the right direction: Reasons for likely success

Progress in software componentry has been ongoing. The Web is becoming more than just a collection of documents; applications and services are coming to the forefront. History shows that incremental technological progress can produce dramatic effects, such as the advancement from FTP to Archie to Veronica to the Web. Web services might have a similar fate.

Several technical and technology-driven business advantages present themselves, boding well for a quicker and more successful adoption of Web services.

Low initial complexity

The first consideration is the low initial complexity (although the complexity of fully mature technology might be substantially higher), with low entry barriers and costs. Although the Web now consists of many components and technologies—several of which were added as the Web gained wider acceptance and matured—it indeed started with a remarkably small, simple core technology. That simple core—free availability and low- or no-cost initial adoption—played an important role in its growth and acceptance.

Unlike the Web, the Corba architecture was complex from the start (considering its various services and facilities) and required seasoned developers to use it. Also, most businesses had to rely on object request brokers that were not free, which made starting pilot projects—something large businesses always do before adopting any new technologies—difficult.

However, like the Web, the basic components of Web services are relatively simple, and the learning curve is low. XML is already known to the likely adopters and accepted as the data exchange standard by enterprises. Standards such as SOAP and WSDL are simple to use and learn. (For an explanation of these and other acronyms, see the “Glossary” sidebar.) Although UDDI as a whole (with all the details of white, yellow, and green pages) is not simple, the basic parts needed to get started are relatively easy to learn and use. Also, Web services can be developed with essentially no initial technology cost. Furthermore, just as the Web is used not only for publishing or sharing data but also as an application infrastructure, the complexity of Web services can be incrementally increased as more functionality is added.

The hype

The second consideration is the hype surrounding Web services, and the industry’s ability to sustain interest over time. Consider XML. Although it has been significantly hyped—for example, it only addresses the syntactic interoperability issues, not semantic ones—it has succeeded. This is because it solves a limited yet important and well-understood business problem, and there is a groundswell of commercialization efforts around the use of XML technology. Some enterprise software such as Enterprise Resource Planning quickly adopted XML, broadening its adoption by businesses. In comparison, corresponding commercial activities did not support the hype of expert systems and other artificial intelligence technologies.

In the case of Web services, various software segments, including application servers and Enterprise Content Management, have found them worthy enough to adopt. This gives the hype of Web services an ability to sustain with follow-through development and adoption.

Standards

The third consideration is the use of more widely accepted standards. XML already enjoys wide adoption in enterprises. Standardization efforts are well aligned and are structured to act much faster than what happened with Corba. Some in industry also see Web services as a natural follow-up to Electronic Data Interchange and ebXML, which already have significant commercial success.

Loosely coupled architectures

The fourth consideration is that Web services are a good choice for loosely coupled architectures. This means not allowing object references or requiring statefulness. Although the Corba architecture was more suitable for intra-enterprise environments, the technical features and choices of Web services make them more reusable and thus more appropriate for interenterprise and global environments.

Languages

Finally, Web services do not use languages that look like programming languages (that is, there’s no interface definition language). This is what the industry is trying to accomplish with Web services.

Incremental advances in software componentry

The introduction of the object-oriented programming paradigm in the 1980s promised to make reusable software components a reality. Although there were certainly some gains in software reuse and programming productivity, the change was not substantial. The 1990s saw further attempts to increase software reuse, focused on the idea of software components and extended to distributed components. A notable effort in this area was Corba. It let components on different machines, using different operating systems and even different languages, communicate. From one viewpoint, Web services represent an evolution of Corba. We contend that Web services are more convenient than Corba and that eventually incremental improvement will lead to widespread use.

One difficulty in using distributed technology such as Corba is dealing with languages. Corba tried to eliminate this problem by moving the language into the background by defining an IDL. Although this is a good idea, an IDL looks much like C++, and developers must also understand language bindings to use Corba. If there was a way to replace language-like IDLs with higher-level specification, surely communication could be simplified using meaningful messages. Fortunately, Web services, defined as “self contained, self-describing modular applications that can be published,
located, and invoked across the Web,"¹⁴ automatically get the Web-wide scope rather than primarily the enterprise-wide scope (at least initially) for Corba. In the near term, we see the use of a few well-targeted Web services within and across enterprises for well-targeted B2B applications and as integration points between enterprise software. Examples include integrating a document management system and portal management system within an enterprise, or interenterprise interfaces between different parts of a supply chain or ERP solution, which already uses XML for data exchange.

**Intermediate to long term: Processes, QoS, security, and semantics**

For the intermediate term, we predict distinct advances in

- Web processes
- Technical support for quality of service
- Technical support for security

Although we expect researchers to address QoS and security in the intermediate term, we expect support for Web processes to take longer, because initial research is just starting on these topics.⁵ Because Web services are components, if individual services are limited in their capability, we can compose existing Web services to create new functionality in the form of Web processes. Web service composition is the ability to take existing services (or building blocks) and combine them to form new services.⁶ In carrying out this composition task, we should be concerned about the efficiency and the QoS that the composed process will exhibit when it executes. This task of composing services to create efficient Web processes is analogous to designing a workflow.

Web service composition is an active area of research, with academic and industrial research groups proposing many languages. IBM’s WSFL⁷ and Microsoft’s XLANG⁸ were two of the earliest languages to define standards for Web services composition. Both extended WSDL, W3C’s standard language used to describe the syntactic aspects of a Web service. BPEL4WS⁹ is a recently proposed specification that represents the merging of WSFL and XLANG. It combines WSFL’s graph-oriented process representation and XLANG’s structural construct-based processes into a unified standard for Web services composition. Another effort in this area is ebXML, which lets enterprises conduct business over the Internet using an open XML-based infrastructure.

In contrast to these commercial XML-based standards, researchers are developing a unique Web service markup language called DAML-S.¹⁰ According to the group of researchers working on DAML-S, it supplies Web service providers with a core set of markup language constructs for describing the properties and capabilities of their Web services in unambiguous, computer-interpretable form. DAML-S markup of Web services will facilitate the automation of Web service tasks including automated Web service discovery, execution, interoperation, composition and execution monitoring.¹⁰

If Web services are to provide not only an enterprise-wide but also a global architecture for application interoperability and integration, we will need to enhance Web services and processes with semantics. Many applications will require a Web process created from composing several Web services. In the intermediate term, we can create enterprise-scale Web processes (or service compositions) by adopting workflow management technology. However, to achieve Web services’ full Web-wide and global potential, semantics holds the trump card. Using semantics involves describing resources with formal, machine-readable description. Resources in this case are Web services, and given that they wrap applications, they must be described both functionally and operationally.

As already recognized by DAML-S,¹⁰ Web Service Modeling Framework initiatives,¹¹ the Work Group on Web Services at a recent Semantic Web workshop,¹² and others, semantics can play a critical role in developing Semantic Web services. This can lead to better discovery of Web services for reuse in a global, Web-scale environment that is not limited to one enterprise or a static collection of enterprises and where current syntax-based techniques do not work. Strong support for Web services discovery is also a prerequisite to developing Web processes,¹³,¹⁴ and addressing various issues of composition, interoperability, and execution.¹⁵,¹⁶ There is demonstrable progress in developing semantics-based solutions when dealing with data, such as to achieve better interoperability and integration of information resources. However, the challenges of dealing with applications that are enabled by Web services are even more difficult. They will involve substantial further research and engineering that consider both functional and operational perspectives. The Large Scale Distributed Information Systems Lab’s Meteor project is one of the projects looking at developing semantics-based solutions to QoS, discovery, and composition issues in the context of Web processes (see http://lsdis.cs.uga.edu/proj/meteor/SWP.htm).

**References**

Web Services: Quo Vadis?

Christoph Bussler, Oracle Corporation
Alexander Maedche, FZI Research Center for Information Technologies at the University of Karlsruhe
Dieter Fensel, Leopold Franzens Universität Innsbruck

Web services have been touted for some time now as the technology-based silver bullet solution for many significant integration problems in information technology. These integration problems are of so different a nature due to the specific required functionality that we can’t avoid asking right now, “Web services: Quo vadis?”

Here, we illustrate the immense discrepancy between the magnitude of the integration problems and the simplistic functionality that Web services provide. We propose the WSMF as the future direction of Web services so that they can cope even with the most real complex integration problems. (For an explanation of this and other acronyms, see the “Glossary” sidebar.)

Web services at the crossroads

Let’s spotlight the state of the art of Web services and the situation of the “movement” (or “hype,” as some might be more than happy to state). For the following reasons, we see Web services as being at the crossroads:

- They have been touted as the silver bullet for a too wide array of integration problems, currently being addressed by complex integration solutions such as B2B integration technology 1 as well as simple technology such as Java for remote server invocation.
- Many competing, conflicting, and overlapping standards exist that address Web service functionality (see www.oasis-open.org/cover/smgl-xml.html).
- Many research projects are repackaging existing work as Web services work.
- Many start-up companies, including Cape Clear (www.capeclear.com), Actional (www.actional.com), and Intalio (www.intalio.com), provide technology implementing Web services technology.
- Major infrastructure companies (such as BEA, IBM, Microsoft, and Oracle) already provide implementations of Web service technology.
- Broad journalistic coverage of Web services exists in the trade press, such as eAI Journal (www.eaijournal.com) and ebizQ (www.ebizq.net).
- Web services have no underlying real conceptual integration model and are only defined as an implementation technology, such as SOAP (see www.w3.org/TR/soap12-part1/ and www.w3.org/TR/soap12-part2). No one has analyzed available and proven solutions such as EDI translation technology 2 or reported on lessons learned from deployments that could advance Web services technology functionality (more than 300,000 Electronic Data Interchange deployments exist worldwide—see www.disa.org/x12org/about/faqs.cfm).

This situation cannot continue indefinitely. We must consolidate the Web services space, focusing Web services technology on a well-defined and well-manageable set of integration problems. This includes the consolidation of the multitude of Web service standard proposals. Current Web services expectations are too high and too varied for one technology to solve all the given integration problems.

The silver bullet problems

Here we discuss some of the silver bullet problems, clearly showing the vast spectrum that Web services are said to solve.

First, SOAP was originally the acronym for the Simple Object Access Protocol. Nomen est omen (the term reveals its intent): the underlying paradigm follows the client-server model. The SOAP specification in conjunction with WSDL (see www.w3.org/TR/wsdl) clearly enables the definition of the external interface of a server in a particular way but not of its clients, violating the general peer-to-peer approach that most integration solutions require. The only pattern this supports is the one-way invocation with and without results between the defined roles of client and server.

In this sense, SOAP, in conjunction with WSDL, clearly implements yet another RPC model. This is also explicitly called out in the SOAP specification. Because it is based on the ubiquitous HTTP protocol in conjunction with XML as the message syntax, computer system boundaries are easy to overcome and the notion of the “better RPC” or even “better distributed-object-management technology” was born, leading to the wide awareness of Web services in the developer community.

Second, because SOAP messages can be transported over HTTP to implement the runtime invocation, bridging computer system boundaries is clearly easy owing to the commodity of the HTTP protocol. If only packaged applications like Enterprise Resource Management systems, such as Oracle or SAP (www.sap.com), were to expose WSDL interfaces, then integrating them with Web services would be easy, fast, cheap, manageable, and so on (better along all possible dimensions).

In such a scenario, Web services would be the “better Enterprise Application Integration solution,” overcoming the current costly integration technology deployments. This is because the whole integration world would be a nice homogeneous sea of SOAP messages implementing WSDL operation invocations.

Finally, because we can easily exchange SOAP messages over the Internet, the proposal of using Web services as the only and superior way to implement B2B interactions between companies (interenterprise B2B communication) is not far off. The vision in this case is to very rapidly replace EDI, SWIFT (Society for Worldwide Interbank Financial Telecommunication, www.swift.com), and other existing B2B standards.
Possible directions for Web services include there are alternative paths going forward. Crossroads leading from the business community, it is worthwhile explorations, or missing security concepts. Integration problems based on a peer-to-peer notion of synchronous remote invocation even a subset of the requirements we've fully implemented, is far from addressing www.uddi.org). This standards triple, even if following standards currently define Web services: SOAP, WSDL, and UDDI (see www.uddi.org). This standards triple, even if fully implemented, is far from addressing even a subset of the requirements we've listed, because it is based on the primitive notion of synchronous remote invocation following a simple client-server model. Complex integration problems, such as B2B integration problems based on a peer-to-peer paradigm, are not at all in the scope of the standards triple owing to missing integration concepts, missing reliability protocol definitions, or missing security concepts. Because Web services have caught on very impressively across the developer and business community, it is worthwhile exploring potential future developments to capitalize on the state Web services have reached.

Directions leading from the crossroads

We can only ask where to go from here if there are alternative paths going forward. Possible directions for Web services include it being:

- Efficiency: To scale on an industrial basis, Web services execution must be very efficient.
- Expressiveness: B2B interactions in supply chain scenarios are complex, requiring an expressive set of supported integration concepts.
- Security: Interactions within as well as across enterprises must be secured to prevent security attacks of all types, and nonrepudiation must be provided for reliable record keeping.
- Reliability: Remote and distributed communication must be reliable, and messages must be sent exactly once to ensure dependable interactions.
- Manageability: Interenterprise communication changes frequently, requiring easily manageable technology.

These requirements pose a high demand on a technology that addresses their implementation. On the other side, we have the current state of Web services technology. The following standards currently define Web services: SOAP, WSDL, and UDDI (see www.uddi.org). This standards triple, even if fully implemented, is far from addressing even a subset of the requirements we've listed, because it is based on the primitive notion of synchronous remote invocation following a simple client-server model. Complex integration problems, such as B2B integration problems based on a peer-to-peer paradigm, are not at all in the scope of the standards triple owing to missing integration concepts, missing reliability protocol definitions, or missing security concepts. Because Web services have caught on very impressively across the developer and business community, it is worthwhile exploring potential future developments to capitalize on the state Web services have reached.

Web services that can address complex integration problems require conceptual modeling based on a well-defined set of integration concepts.

Zapthink (www.zapthink.com/reports/poster.html#) has a poster that shows 135 of the 450 (at its time of publication) industrial standards and standards proposals classified and related to each other. They define business documents, security services, transport protocols, packaging, trading partner management, and many other relevant standards. However, it's not just industry that is working on a complete set of standards addressing the complete integration space. Academic research is also tackling the vast array of problems in interenterprise integration, as we've seen at workshops such as Technologies for E-Services (TES 2002) or the Workshop on Web Services, E-Business, and the Semantic Web (WES 2002), or in certain research papers.

Even more important, the big “however” is that the need for 135 (or 450) standards indicates a broken conceptual model, because the standards conflict, contradict, overlap, compete, or disagree with each other significantly. Another big “however” is that these efforts haven’t really considered semantic unification at all. Only a few contributions (standards and research) highlight the need to solve the semantic mismatch problem that inherently exists in interenterprise integration and that no real integration solution can do without.

So, we need a comprehensive conceptual-integration model that combines all aspects of a solution for the interenterprise as well as intra-enterprise integration problem. From that we can derive a comprehensive modeling and execution framework that can address even the most complex integration problems completely.

Such a framework must provide a holistic and general conceptual-integration model that characterizes all integration problems. From that we can derive a set of expressive modeling constructs that model Web services, their invocation, and other requirements such as composition and security, addressing even the most complex integration scenarios. Furthermore, such a framework must provide an expressive and scalable mediation approach that can tackle the semantic unification problem through powerful mediation.

The future of Web services: WSMF

Web services that can address complex integration problems require conceptual modeling based on a well-defined set of integration concepts. This set of concepts must be able to represent all relevant aspects of integration, including document formats, processes, security, trading partner management, mediation, and discovery.

Because integration always occurs between two or more parties that are exposing services, any integration solution is “in between” the parties. This calls for an integration framework that clearly identifies system boundaries and modes of interaction between all elements. Furthermore, it must define the execution model for the conceptual model so that the application of concepts is uniform.

Last but not least, we need a methodology that suggests best practices for the modeling task when integrating services of several parties. The methodology suggests appropriately using integration concepts.

The WSMF is an important step toward such a conceptual model in conjunction
with an integration framework and methodology. It provides all the integration concepts necessary for modeling even the most complex integration scenarios. It also provides a framework that defines the meaning of the concepts and suggests a methodology.

The major aspect of WSMF is, besides the more definition of complex Web services, a strong support for mediating data as well as interaction behavior (message exchange patterns). In general, different services expose business data following different schemas and expect different message exchange patterns. For two or more services to interact, the differences in data structure and meaning as well as in message exchange behavior must be mediated. WSMF recognizes a significant set of mismatch patterns and provides mediation support. Only after the mediation problem is solved does integration become possible.

For Web service integration and Web services mediation to scale, the integration concepts must be represented as a formal language so that particular Web services definitions are self-describing, machine interpretable, and machine executable. Ontologies are a suitable technology for this purpose, owing to their ability to represent semantics in the form of concepts.

The formal representation of services, their data, and their behavior are a precondition for automatic Web services registry, discovery, and composition. Only a strictly formal approach allows automatic and meaningful Web services composition. UDDI is far from providing such a formal mechanism today, and WSMF can serve as an important input to this necessary development.

With WSMF as a foundation, service-oriented architectures and computing become possible where all elements that require integration are represented as services. Once a service is formally defined, it is registered and can be discovered and composed to achieve its integration for business goals such as supply-chain automation. WSMF provides the formal foundation that allows service-oriented architectures to be executable in a complex business world.

We therefore strongly suggest that Web services will choose the path toward an integrated, complete conceptual-integration model supported by a framework defining the execution semantics and a methodology for successful definition of integration.
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From Web Services to Grid Services

Dennis Gannon, Indiana University

There are two common criticisms of the Web services model. The first is that Web services define a mechanism for doing RPCs on an implementation of some XML-specified interface, using a slow protocol called SOAP. (For an explanation of these and other acronyms, see the “Glossary” sidebar.) This concept appears to be a second-rate reinvention of OMG’s CORBA or Java remote method invocation.

The second criticism is that the World Wide Web works, and CORBA and the other distributed-object technologies are all hopelessly failures. Web services are just trying to drive the Web down the same path to dooms as these other RPC disasters.

As is the case with most folk wisdom (and other less benign forms of oversimplification), these statements contain some truth. In fact, attempting to use the Web services framework as a replacement for CORBA or trying to use it to redo what Web technologies already do well is folly. What the Web services architecture brings to the table is a highly extensible, message-oriented middleware for building distributed, composable services. To illustrate this point, I look at how it is being used to build a component architecture for applications and services that makes ubiquitous grid computing a reality.

Grid computing

The concept of grid computing grew out of attempts to build large-scale distributed applications that group remote supercomputers, databases, and online instruments into tools used by groups of collaborators. Examples include the Particle Physics Data Grid and GriPhyn (www.griphyn.org), which involves a widely distributed team of physicists working to analyze the data streaming out of large international particle physics projects. Another example is the Network for Earthquake Engineering Simulation Grid (www.neesgrid.org), which is a national virtual collaboratory for earthquake engineering. A third example being organized is the Linked Environment for Atmospheric Discovery, which will provide the tools to do “better than real-time” detailed prediction of severe storms, such as tornadoes, based on the adaptive coupling of instruments, databases, and massive supercomputer simulations. Disciplines such as astrophysics, genomics and proteomics, and chemical engineering are building many other grid applications and testbeds.

To enable a distributed team of collaborators to build these applications, grids need an infrastructure of ubiquitous services that manage the resources provided to them. These services include:

- **Security services**: Grid users need a way to authenticate themselves, and services are needed that reveal what the user is authorized to do. Privacy is also a serious concern for many grid collaborations.
- **Scheduling services and resource brokers**: If a grid application needs to use a distributed set of resources (such as advanced instruments, supercomputers, and databases) in a linked computation, the user must schedule these resources for concurrent use.
- **Information and data services**: Many large scientific applications require numerous data archives that are distributed around the world. These must be cataloged, indexed, and provided to the user to make information access transparent and ubiquitous.
• Workflow services: Grid applications usually require a complex set of interactions between many services and resources. For example, data must be extracted from instruments and then farmed out to data mining services or used as input to numerous simulations whose output is correlated to other sensor data. Orchestrating these tasks is the workflow engine’s job.

• Monitoring, messaging, and logging services: Grids are complex and dynamic. At any given time, some component will be down or temporarily unavailable. Hence their applications must rely on autonomic services that keep track of alternate resources, redundant computations, and better network routes.

Many more standard grid services exist. The research community defining these standards is called the Global Grid Forum (see www.gridforum.org). Consisting of about 30 working groups and research groups and about 600 individuals, GGF meets three times a year. It occupies a place in the grid-computing world similar to that of the IETF for the Internet and W3C for Web standards. GGF depends on both the IETF and W3C because it builds on standards that have helped the Web achieve success.2 REST emphasizes a few verbs applied to many nouns. The verbs in the Web are the HTTP operations, such as GET. The nouns consist of the network of URLs that constitute the Web. The REST model assigns most of an operation’s semantics to the data, rather than to the operation’s name. The grid service specification uses the message and document delivery model of Web services framework to achieve a similar goal. The grid service port provides a simple mechanism to convey information through service data elements rather than through complex interfaces of methods and parameters.

Every grid service is represented by a Grid Service Handle, which is a universal resource identifier that can be resolved into a specific Grid Service Reference, which might be the WSDL for the service instance. Using a separate URI handle lets services be easily replicated or maintained and still have a globally unique identity.

• HandleMap: This service provides the mapping between the Grid Services Handle and a current Grid Service Reference.

• Registry: This service binds service instance metadata to a registry.

• Factory: This can create instances of other services and generate stateful, transient instances of grid applications from a stateless, persistent service.

• Notification: Several standard ports are provided to allow asynchronous, publish-and-subscribe notification between services and clients.

Web services

A conventional Web service consists of

• A set of types, which are usually described with XML schema documents

• Messages, which are XML elements consisting of a set of typed and named parts

• Operations, which can have an input message, a response output message, and possibly a fault message

An operation with an input and output message is called a solicit response operation, and an operation with only an input message is a one way message. Web services also contain port types, which group together a set of operations; bindings, which are associations between port types and transport and encoding protocols; and ports, which associate a name, binding, and network location.

WSDL provides an extensible schema for encoding all these elements to define a specific Web service (see www.w3.org/TR/wsdl). A complete WSDL document of a service is usually enough to generate the code needed to access that service—that is, it is a service reference. The standard protocol most services use is SOAP over HTTP; however, that is not a requirement. Because operations can be one-way and supports a set of Service Data Elements, XML documents that describe the service metadata and its state. The grid service port provides every grid service with two types of operations. One operation lets clients search the service’s SDEs to answer questions such as

• What other port types do you support?

• What other SDEs do you support?

• What status and state information can you provide?

The other operation involves service lifetime management.

In his PhD dissertation, Roy Fielding described the Representational State Transfer model, based on the principles that have helped the Web achieve success.2 REST emphasizes a few verbs applied to many nouns. The verbs in the Web are the HTTP operations, such as GET. The nouns consist of the network of URLs that constitute the Web. The REST model assigns most of an operation’s semantics to the data, rather than to the operation’s name. The grid service specification uses the message and document delivery model of Web services framework to achieve a similar goal. The grid service port provides a simple mechanism to convey information through service data elements rather than through complex interfaces of methods and parameters.

The other standard grid service port types include

• HandleMap: This service provides the mapping between the Grid Services Handle and a current Grid Service Reference.

• Registry: This service binds service instance metadata to a registry.

• Factory: This can create instances of other services and generate stateful, transient instances of grid applications from a stateless, persistent service.

• Notification: Several standard ports are provided to allow asynchronous, publish-and-subscribe notification between services and clients.

The Web Services Definition Language provides an extensible schema for encoding all these elements to define a specific Web service.
In addition to OGSI, there is a GGF Open Grid Service Architecture working group, which is exploring grid uses cases and defining the specific standard services that are needed for a new generation of grid applications. Other working groups are looking at specific topics such as security. Another important advantage of Web service messaging’s document model is that security can be end-to-end rather than link level. In other words, we can encrypt and sign a message that might...
Like any programming language, BPEL4WS has a rich control structure to sequence operations. While it is not yet known if BPEL4WS will also prove to be the appropriate composition tool for grid services, it does seem to be a strong candidate.

A final area of concern might be the relation of Web services and grid services to the Semantic Web. Others have observed that Semantic Web markup languages can play an important role in allowing agent technology to automatically use Web services. Within the Grid Forum, there is a research group arising out of the Semantic Grid of David De Roure and his colleagues (see www.sematnicgrid.org) that is actively considering this question.

References

EXECUTIVE COMMITTEE
President: STEPHEN L. DIAMOND* Picosoft, Inc. P.O.Box 5032 San Mateo, CA 94402 Phone: +1 650 570 6060 Fax: +1 650 345 1254 s.diamond@computer.org

EXECUTIVE STAFF
Executive Director: DAVID W. HENNAGE* Assoc. Executive Director: ANNE MARIE KELLY Publisher: ANGELA BURGISS Assistant Publisher: DICK PRICE Director, Finance & Administration: VIOLET S. DOAN Director, Information Technology & Services: ROBERT CARE Manager, Research & Planning: JOHN C. KEATON

IEEE COMPUTER SOCIETY
Headquarters Office
1730 Massachusetts Ave. NW
Washington, DC 20036-1992
Phone: +1 202 371 0101 • Fax: +1 202 728 9614
E-mail: bq.ofc@computer.org

Publications Office
10662 Los Vaqueros Cir., PO Box 3014
Los Alamitos, CA 90720-1314
Phone: +1 714 821 8380
E-mail: b68@computer.org

Membership and Publication Orders:
Phone: +1 800 272 6657 Fax: +1 714 821 4641
E-mail: b69@computer.org

Asia/Pacific Office
Watanabe Building
1–4–2 Minami-Aoyama, Minato-ku,
Tokyo107-0062, Japan
Phone: +81 3 3408 3118 • Fax: +81 3 3408 3553
E-mail: tokyo.ofc@computer.org

COMPUTER SOCIETY OFFICES

IEEE OFFICERS
President: MICHAEL S. ADLER President-Elect: ARTHUR W. WINSTON Past President: RAYMOND D. FINDLAY Executive Director: DANIEL J. SENES Secretary: LEVENT ONURAL
IEEE Division VIII Director: JAMES D. ISAAK
IEEE Division IX Director: MANFRED BROY
IEEE Division X Director: ALA N CLEMENTS
IEEE Division XI Director: RICHARD A. WEISS
IEEE Division XII Director: RALPH W. WYNDRUM JR.
IEEE Division XIII Director: RALPH W. WYNDRUM JR.
IEEE Division XIV Director: RALPH W. WYNDRUM JR.
IEEE Division XV Director: RALPH W. WYNDRUM JR.
IEEE Division XVI Director: RALPH W. WYNDRUM JR.
IEEE Division XVII Director: RALPH W. WYNDRUM JR.
IEEE Division XVIII Director: RALPH W. WYNDRUM JR.
IEEE Division XIX Director: RALPH W. WYNDRUM JR.
IEEE Division XX Director: RALPH W. WYNDRUM JR.
IEEE Division XXI Director: RALPH W. WYNDRUM JR.
IEEE Division XXII Director: RALPH W. WYNDRUM JR.
IEEE Division XXIII Director: RALPH W. WYNDRUM JR.
IEEE Division XXIV Director: RALPH W. WYNDRUM JR.
IEEE Division XXV Director: RALPH W. WYNDRUM JR.
IEEE Division XXVI Director: RALPH W. WYNDRUM JR.
IEEE Division XXVII Director: RALPH W. WYNDRUM JR.
IEEE Division XXVIII Director: RALPH W. WYNDRUM JR.
IEEE Division XXIX Director: RALPH W. WYNDRUM JR.
IEEE Division XXX Director: RALPH W. WYNDRUM JR.
IEEE Division XXXI Director: RALPH W. WYNDRUM JR.
IEEE Division XXXII Director: RALPH W. WYNDRUM JR.
IEEE Division XXXIII Director: RALPH W. WYNDRUM JR.
IEEE Division XXXIV Director: RALPH W. WYNDRUM JR.
IEEE Division XXXV Director: RALPH W. WYNDRUM JR.
IEEE Division XXXVI Director: RALPH W. WYNDRUM JR.
IEEE Division XXXVII Director: RALPH W. WYNDRUM JR.
IEEE Division XXXVIII Director: RALPH W. WYNDRUM JR.
IEEE Division XXXIX Director: RALPH W. WYNDRUM JR.
IEEE Division XL Director: RALPH W. WYNDRUM JR.
IEEE Division XLI Director: RALPH W. WYNDRUM JR.
IEEE Division XLII Director: RALPH W. WYNDRUM JR.
IEEE Division XLIII Director: RALPH W. WYNDRUM JR.
IEEE Division XLIV Director: RALPH W. WYNDRUM JR.
IEEE Division XLV Director: RALPH W. WYNDRUM JR.
IEEE Division XLVI Director: RALPH W. WYNDRUM JR.
IEEE Division XLVII Director: RALPH W. WYNDRUM JR.
IEEE Division XLVIII Director: RALPH W. WYNDRUM JR.
IEEE Division XLIX Director: RALPH W. WYNDRUM JR.
IEEE Division L Director: RALPH W. WYNDRUM JR.
IEEE Division LI Director: RALPH W. WYNDRUM JR.
IEEE Division LII Director: RALPH W. WYNDRUM JR.
IEEE Division LIII Director: RALPH W. WYNDRUM JR.
IEEE Division LIV Director: RALPH W. WYNDRUM JR.
IEEE Division LV Director: RALPH W. WYNDRUM JR.
IEEE Division LVII Director: RALPH W. WYNDRUM JR.
IEEE Division LVIII Director: RALPH W. WYNDRUM JR.
IEEE Division LIX Director: RALPH W. WYNDRUM JR.
IEEE Division LX Director: RALPH W. WYNDRUM JR.
IEEE Division LXI Director: RALPH W. WYNDRUM JR.
IEEE Division LXII Director: RALPH W. WYNDRUM JR.
IEEE Division LXIII Director: RALPH W. WYNDRUM JR.
IEEE Division LXIV Director: RALPH W. WYNDRUM JR.
IEEE Division LXV Director: RALPH W. WYNDRUM JR.
IEEE Division LXVI Director: RALPH W. WYNDRUM JR.
IEEE Division LXVII Director: RALPH W. WYNDRUM JR.
IEEE Division LXVIII Director: RALPH W. WYNDRUM JR.
IEEE Division LXIX Director: RALPH W. WYNDRUM JR.
IEEE Division LXX Director: RALPH W. WYNDRUM JR.
IEEE Division LXXI Director: RALPH W. WYNDRUM JR.
IEEE Division LXXII Director: RALPH W. WYNDRUM JR.
IEEE Division LXXIII Director: RALPH W. WYNDRUM JR.
IEEE Division LXXIV Director: RALPH W. WYNDRUM JR.
IEEE Division LXXV Director: RALPH W. WYNDRUM JR.
IEEE Division LXXVI Director: RALPH W. WYNDRUM JR.
IEEE Division LXXVII Director: RALPH W. WYNDRUM JR.
IEEE Division LXXVIII Director: RALPH W. WYNDRUM JR.
IEEE Division LXXIX Director: RALPH W. WYNDRUM JR.
IEEE Division LXXX Director: RALPH W. WYNDRUM JR.
IEEE Division LXXXI Director: RALPH W. WYNDRUM JR.
IEEE Division LXXXII Director: RALPH W. WYNDRUM JR.
IEEE Division LXXXIII Director: RALPH W. WYNDRUM JR.
IEEE Division LXXXIV Director: RALPH W. WYNDRUM JR.
IEEE Division LXXXV Director: RALPH W. WYNDRUM JR.
IEEE Division LXXXVI Director: RALPH W. WYNDRUM JR.
IEEE Division LXXXVII Director: RALPH W. WYNDRUM JR.
IEEE Division LXXXVIII Director: RALPH W. WYNDRUM JR.
IEEE Division LXXXIX Director: RALPH W. WYNDRUM JR.
IEEE Division XC Director: RALPH W. WYNDRUM JR.
IEEE Division XCI Director: RALPH W. WYNDRUM JR.
IEEE Division XCI Director: RALPH W. WYNDRUM JR.
IEEE Division XCI Director: RALPH W. WYNDRUM JR.
IEEE Division XCI Director: RALPH W. WYNDRUM JR.
IEEE Division XCI Director: RALPH W. WYNDRUM JR.