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simulate the environment of a human analyst in the ISR domain, a work environment was 

simulated with the use of audio files such as a crowd talking, telephone ringing, door slamming, 

air conditioner units, copy machine, and a jet flying overhead. All of the different types of noises 

were approximately 70 dB. The noises were intermittent and vary in duration; the longer 

intermittent audio stimulus was 10 seconds in duration, and the shorter audio was 2 seconds in 

duration. In total there were 14 different video sets that consisted of a variety of combinations. 

The participants were given two tasks at the start of each video: the primary task was to find 

predefined visual targets such as a person pushing a stroller or a person wearing an orange coat 

coming off a train. They were instructed to press key“4” when one of the predefined visual 

targets enters the video frame and key “6” when the target exits. The secondary task was to count 

the number of groups of individuals (two or more) in the video. The participants wrote tick 

marks on a blank sheet of paper to track the number of groups. A target list textbox was placed 

on the upper right hand corner of each video that contained all of the predefined visual targets for 

each respective video. The visual display included dynamic videos of a real world setting with an 

above angle view that originated from Computer Vision Lab Walking Pedestrians dataset 

(Pellegrini, Ess, Schindler, & van Gool, 2009). The videos included recordings of people on a 

sidewalk and of a train in front of Hotel Schweizerhof in Bahanhofstr, Zurich. 

The experimental design is a nested 2 x 2 x 4 that consists of three independent variables 

to constitute a total of 14 videos. Every video consists of four visual targets and a secondary task. 

The independent variables are target overlap (two levels, overlapping and non-overlapping), 

noise onset (two levels, cotemporal and 5 seconds prior to start of target), and noise level (4 

levels, short intermittent noise-6 and -30, long intermittent noise stimulus, and no noise). The 

short noise stimulus consists of six 2 second noises. The short-30 stimulus consists of thirty 2 
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second noises and the long duration consists of six 10 second noises. An illustration of each 

video is shown in Figure 3.  
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Video 4: 
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Video 7: 
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Video 11: 
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-The secondary task was ongoing throughout the entire video. 

Figure 3: Illustration of each video depicting noise type and onset as well as primary targets 

 

The experimental design is a nested ANOVA as the interactions of no noise and five 

second delay of noise cannot be performed. An illustration of the experimental design layout for 

each video is shown below in Table 2. 
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Table 2: Video layout containing all three of the factors and their respective levels 

Video Type of 

Noise 

Noise Onset Target 

Overlap 

1 No Noise No Delay Non-

overlapping 

2 No Noise No Delay Overlapping 

3 Short-30 5 Seconds 

Prior 

Non-

overlapping 

4 Short-30 5 Seconds 

Prior  

Overlapping 

5 Short-30 No Delay Non-

overlapping 

6 Short-30 No Delay Overlapping 

7 Long 5 Seconds 

Prior 

Non-

overlapping 

8 Short-6 No Delay Overlapping 

9 Long No Delay Overlapping 

10 Long 5 Seconds 

Prior 

Overlapping 

11 Short-6 No Delay Non-

overlapping 

12 Long No Delay Non-

overlapping 

13 Short-6 5 Seconds 

Prior 

Non-

overlapping 

14 Short-6 5 Seconds 

Prior 

Overlapping 
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The overlapping level consists of 3 overlapping targets and 1 non-overlapping target 

while the non-overlapping level comprises 4 non-overlapping targets. The dependent variables 

include secondary task accuracy, target fixation count rate, target fixation duration rate, target list 

fixation count, target list fixation duration, target transition rate, target list transition rate, left 

target pupil diameter, right target pupil diameter, target-in and –out latency, missed targets, false 

alarms, and weighted NASA-TLX; these are described in Table 3 

 

Table 3: Experiment metrics and dependent variables 

Dependent Variable Measure 

Secondary Task Accuracy Percentage of groups identified 

Target Fixation Count Rate (per unit time) (Number of target fixations)/ (Duration of 

target on screen) 

Target Fixation Duration Rate (per unit time) (Target fixation duration)/(Duration of target 

on screen)  

Target List Fixation Count Number of fixations on target list 

Target List Fixation Duration Total Fixation duration on target list 

Target Transition Rate (Number of times the fixation location moved 

from target to non-target stimuli)/(Duration of 

target on screen) 

Target List Transition Rate (Number of times the fixation location moved 

from target list to live video feed)/(Duration of 

video) 

Left Target Pupil Diameter  Average left pupil diameter for duration of 

target when it comes on screen 

Right Target Pupil Diameter  Average right pupil diameter for duration of 

target when it comes on screen 

Target-in Latency (key “4” pressed time)-(Duration of target 

when it  comes on screen) 
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Target-out Latency (key “6” pressed time)-(Duration of target 

when it comes on screen) 

Missed Targets Number of missed targets throughout the video 

False Alarms Number of false alarms when pressing the “4” 

or “6” keys 

Secondary Workload Levels Weighted NASA-TLX 

 

3.3 Results 

 

JMP® by SAS® (SAS Institute, 2014) was used to perform statistical analysis. Two-way 

ANOVA and student’s t-tests analyses were conducted to determine which dependent variables 

along with their interactions were significant. All statistical tests were performed at α = 0.05. The 

normal quantile plots of residuals for all of the dependent variables show that all of the points are 

close to the line and within the error bounds. Therefore, there is no significant evidence of 

deviation from normality for the residuals. All of the residuals have a similar variance across 

treatments indicated by the residuals vs input factor levels (treatments) and residuals vs predicted 

values. Therefore, there is no strong evidence of unequal variance. During the analysis phase, 

four participants were excluded due to low quality of eye-tracking data. All values are written as 

mean ± standard error (SE). 

For secondary task performance, the short-6 stimulus exhibited the highest performance 

percentage (82.37 ± 2.94) compared to the short-30 (80.59 ± 2.94), no noise (77.33 ± 4.49), and 

long (76.74 ± 2.94) conditions. The five second delay condition (79.65 ± 2.69) experienced a 

higher average compared to the no delay level (79.51 ± 2.08). The non-overlapping condition 

(85.32 ± 2.31) had a higher percentage of correctly identified groups in comparison with the 

overlapping level (73.82 ± 2.31). ANOVA results indicate no statistically significant differences 



28 
 

for both the type of noise and noise onset factors. The ANOVA table is illustrated in Table 4. 

However, the non-overlapping level was significantly higher (p-value=0.0002) compared to the 

overlapping condition. As far as interactions between the factors and their respective levels, there 

were statistically significant differences (p-value=0.0076) for the interaction of type of noise and 

target overlap. The combination of short-6 and non-overlapping levels resulted in the highest 

performance (91.39 ± 4.10) while the interaction between no-noise and overlapping had the 

lowest (64.66 ± 6.27). The interaction of short-6 and non-overlapping was significantly higher 

than the combinations of long and overlapping (79.39 ± 4.10), long and non-overlapping (74.09 

± 4.10), short-30 and overlapping (73.98 ± 4.10), short-6 and non-overlapping (73.35 ± 4.10), 

and the no noise and overlapping level as illustrated in the connecting letters report in the 

appendix. 

Table 4: ANOVA table for secondary task performance 

Source df SS MS F p 

Model 9 30255.78 3361.75 3.44 0.0004 

Error 396 386912.02 977.05   

Total 405 417167.79    

 

Source df SS F p 

Noise Type 3 2211.14 0.75 0.52 

Noise Onset 1 21.75 0.022 0.88 

Target Overlap 

Noise Type*Target 

Overlap 

Noise Onset*Target 

Overlap 

1  

3 

 

1 

14310.16 

11829.46 

 

900.32 

14.65 

4.04 

 

0.92 

0.0002 

0.0076 

 

0.34 
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The target fixation count rate experienced the highest average for the short-30 condition 

(1.00 ± 0.02) compared to the short-6 (0.91 ± 0.02), long (0.90 ± 0.02), and no noise levels (0.88 

± 0.03). The five second delay level (0.96 ± 0.02) had a higher mean than the no delay condition 

(0.91 ± 0.01).  For target overlap, the non-overlapping targets (0.97 ± 0.02) had the higher mean 

in comparison with the overlapping level (0.89 ± 0.02). The student’s t-test found significant 

differences in the type of noise (p-value=0.0008) and target overlap (p-value=0.0007) factors. 

Box and whisker plots of these two factors can be found in Figure 4. The ANOVA table is 

illustrated in Table 5. For type of noise, the short-30 condition was significantly higher compared 

to short-6, long, and no noise. For target overlap, the non-overlapping condition was 

significantly higher in comparison with the overlapping level. The interactions for both type of 

noise and target overlap (p-value=0.0001) and noise onset and target overlap (p-value=0.0076) 

also exhibited significant results. For the combination of type of noise target overlap, the short-

30 and non-overlapping condition (1.03 ± 0.03) was significantly higher compared to no noise 

and overlapping (0.81 ± 0.04). For noise onset and target overlap, the interactions of no delay 

and non-overlapping (0.98 ± 0.02), five second delay and non-overlapping (0.96 ± 0.03), and 

five second delay and overlapping (0.94 ± 0.03) were significantly higher compared to the no 

delay and overlapping level (0.84 ± 0.02). For further information regarding significant 

differences between levels for type of noise, target overlap, interaction of type of noise and target 

overlap, and interaction of noise onset and target overlap, there connecting letters reports can be 

found in the appendix. 



30 
 

 

Figure 4: Target fixation count rate across (a) noise type and (b) target overlap 

 

Table 5: ANOVA table for target fixation count rate 

Source df SS MS F p 

Model 9 13.10 1.46 7.48 <.0001 

Error 1614 314.15 0.19   

Total 1623 327.25    

 

Source df SS F p 

Noise Type 3 3.27 5.61 0.0008 

Noise Onset 1 0.59 3.01 0.082 

Target Overlap 

Noise Type*Target 

Overlap 

Noise Onset*Target 

Overlap 

1  

3 

 

1 

2.23 

3.98 

 

1.39 

11.47 

6.81 

 

7.14 

0.0007 

0.0001 

 

0.0076 

 

For target fixation duration rate, the short-30 (0.42 ± 0.01) level had the highest mean 

compared to no noise (0.40 ± 0.01), short-6 (0.38 ± 0.01), and long (0.37 ± 0.01). The no delay 
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Target-in Latency: 

 

 

Target-out Latency: 
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Total Missed Targets: 

 

 

Total False Alarms: 

 

6.3 Phase 2 

6.3.1 Video Instructions  

The instructions were read to the participants prior to the start of the practice video and were as 

followed. The main objective is to identify the visual targets, and to press the “4” key on the keyboard 

when the target enters and the “6” key when the target exits. There will be a textbox in the upper right-
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hand corner of the video that will include the targets in the order that they will appear. Targets could be 

non-overlapping or overlapping. Audio sounds may or may not be played during the video. 

Video Primary Visual Target Target in time 

(sec) 

Target out time 

(sec) 

1 Person with red, grey, and white coat 21.452 37.612 

 Person with blue coat and white/blue hat 53.686 62.726 

 Person with white coat and red hat 82.512 91.312 

 Person with red coat and white bag 180.906 191.186 

 Person with dark blue coat 203.169 219.569 

 Person with white and red coat carrying a 

backpack 

211.027 221.907 

2 Person with green coat  11.811 21.931 

 Person with a red hat and yellow bag 13.287 25.127 

 Person walking a dog 112.827 121.347 

 Person pushing a stroller 136.023 153.863 

 A different person pushing a stroller 186.528 199.528 

 Person wearing a fur hood with large white 

rectangular bag 

217.229 228.642 

3 Two people wearing orange coats 40.350 51.430 

 Person pushing a stroller 63.772 74.412 

 Two people with yellow bags 66.498 81.538 

 Person carrying a light blue backpack 122.496 131.456 

 Person with bright blue pants 164.099 173.419 

 Person with white coat and black backpack 197.266 210.066 

4 Person with red coat  18.230 25.710 
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 Person with pink coat 88.319 101.839 

 Person pulling rolling luggage 95.348 105.788 

 Person with a black/red coat and white pants 138.862 149.822 

 Person with white coat and red hat 173.785 182.585 

 Person pushing a stroller 219.350 230.110 

5 Person with red coat  19.714 38.034 

 Person with green coat 60.116 68.676 

 Person walking a dog 79.906 90.386 

 Person with red coat carrying a white bag 142.722 153.682 

 A different person with red coat carrying a 

white bag 

144.573 154.293 

 Person with orange hat carrying a white bag 222.682 231.322 

6 Person with white coat and white hat 28.349 44.709 

 Person with white coat and backpack 54.786 67.626 

 Person with red coat 91.947 106.867 

 Person with white pants 131.873 142.713 

 Person with white coat and black purse 139.417 169.017 

 Person pushing a blue stroller 219.646 237.206 

7 Two people with white coats 17.857 27.537 

 Person with purple coat 25.137 35.417 

 A different person with a purple coat 48.072 58.592 

 Person with green coat and backpack 120.123 127.883 

 Person with brown coat and black hat 139.722 158.002 

 Person with black coat and white scarf 217.919 232.919 
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