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ABSTRACT

Benston, Hannah N.. M.S. Department of Physics, Wright State University, 2022. Using Network
Analysis to Contrast Three Models of Student Forum Discussions.

There is much research about how actors and events in social networks affect each other. In

this research, three network models were created for discussion forums in three semesters of un-

dergraduate general physics courses. This study seeks to understand what social network measures

are most telling of a online forum classroom dynamic. That is, I wanted to understand more about

things like what students are most central to the networks and whether this is consistent across

different network models. I also wanted to better understand how students may or may not group

together. What relationships (student to student, student to instructor, etc.) are formed, centraliza-

tion, various clustering and correlation coefficients, and how participation in a forum unfolds were

all things that were examined in this data set. Network model construction and measuring how these

constructions may affect student interactions was another focus of this study. These attributes are

analyzed among individual semesters, but also compared/contrasted across all three, to see if they

maintain across different network models. It was found that in general as models increase in con-

nectivity, a rise in network measures like centralization and average degree was observed. A drop in

network measure values such as average vertex-vertex distance and diameter was also seen. Finally,

it was discovered that changing a model from undirected to directed made an appreciable change

in average degree outcomes. Overall, this research gave an appreciation of different network model

construction and how different network measures may help describe social networks. It was discov-

ered that centralization metrics may be more telling of social networks than what was anticipated.

Average degree, average vertex to vertex distance and diameter followed trends we would expect to

see. Other measures looked into were transitivity, average Barrat coefficient and degree correlation
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coefficient.
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Chapter 1

Introduction

Network analysis is a constantly evolving method of analysis that helps better understand the dy-

namics of how many types of systems work. Furthermore, social network analysis specifically, has

been able to give us a closer view of how groups of people interact and form. This has become

increasingly interesting in the form of online discussion forums with the rise of technology as a

medium for communication for work, school, activity groups and all kinds of social formations.

Unfortunately, there are currently a lot of gaps in current research, which lends more of a need for

research in the area. Some of these gaps include model construction and variation of models used.

In this research, an online discussion forum which was used complementary to an introductory

general physics course was looked at. By working with the data gathered across three separate,

sixteen week semesters, it was hoped that a better understanding how students interact with each

other in the classroom could be gained, as well as what this might say about the importance of the

interactions students have with each other. The primary research question here is: what network

measures are most descriptive of an online discussion forum by looking at trends between models

that were constructed differently from one another. To do this, seven network measures are looked

at and the calculated values are examined for any indications that trends may exist.

Three different models were created from the transcripts of the introductory physics courses.

Model 1 is built as having every student in the same thread having a connection to each other. Model

2 only defines connections between the student who began a thread and the student who posts in the
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thread. Finally, model 3 is built so that students have a connection to anyone who has posted above

them in a particular thread. These basic model structures were designed to show a highly connected

network, a loosely connected network and then have one model serve as an in-between step for

connectivity level. Model 2 is the type of model that is most commonly used in current literature on

these types of studies. Model 1 is designed to be a polar opposite of the model 2 design. Model 3 is

our median option between the two. After the creation of each of these models, we analyzed seven

network measures: average degree, centralization, average Barrat clustering coefficient, diameter,

transitivity, average vertex-vertex distance and correlation coefficient. We looked at how these

compared and contrasted across three semesters and within the three models. We also began to look

at which students might be most central across the models.

1.1 Literature Review

A literature review was conducted to create a better understanding of current research on network

analysis. One reason this was performed, was to better understand the current successes that have

been made in network analyses thus far such as beginning to research more on centralization, metrics

of degree and other characteristics that may tell us more about networks. On the other hand, the other

benefit of reviewing existing studies, is to understand how it can be improved upon and therefore

gain footing on where to begin on expanding research. The following goes into some of the papers

which were reviewed in preparation for research. Before delving in, one should know the meaning

of the terms ”node” and ”edge”. A node, also known as a vertex, is the subject in a network which is

connected by an edge. An edge can have direction, or simply exist as a connection between nodes.

1.1.1 Online Forum Studies

Some research centers around class discussion forums that are completely carried out virtually. On-

line forum studies generally allow nodes in a network (such as students in a classroom) to interact

via a threaded discussion format in which an original post is created and other participants can

respond. These discussion forums can give ideas about different characteristics that describe net-

works and allow for more in depth study as to what these characteristics say about the network. In

our study, one of the main characteristics we are exploring is centrality. We are looking to answer
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questions about what centrality of a student in an online classroom discussion forum says about that

student’s performance in the class and overall experience.

Aviv et al. [1] set out to compare structured and unstructured online discussion forums using

Social Network Analysis. There were structured groups which were given a schedule and certain

goals to hit throughout three months. There was also an unstructured group that was there for the

student usage as desired. Different factors were analyzed such as role, power, content and cohesion

for their possible effects on the network. Aviv based their study off a five stage knowledge construc-

tion process which is as follows: Step 1: Sharing/ comparing knowledge; Step 2: Discover/Explore

Disagreements; Step 3: Synthesis via negotiating meaning; Step 4: Testing/modifying proposed

synthesis vs. schemas, theory, facts, beliefs; and step 5: Proofs of reaching agreements or meta-

cognitive admitting change of knowledge. The effects in the structured asynchronus learning net-

work were considered more robust and yielded a higher success rate for participating students, thus

the null hypothesis of the paper was rejected by the findings. By use of their analysis of power, it

was found that in their study, power equated to centrality.

The paper ended with a discussion of further research that could be done, which made opportu-

nity for our own research. One point brought up was effective construction of networks. This was

a point that helped lead to our creation of three different network models. It seemed as if there has

been a research gap when it comes to exploring how the creation of networks might effect resulting

descriptions of the networks. Furthermore, position analysis was mentioned in the paper. This led

to our having a stronger curiosity in centralization and what it might say about different models of

networks that we create.

In Traxler et al. [2], Traxler explores how online discussion forums build community within

the classroom, and what effects this may have on students in a cohort. Data is obtained from a

discussion forum which was used in accompaniment to an in class learning environment. The online

discussion forum is used to better understand the dynamic of how connections may be formed within

a classroom. There are three specific research questions that drive the study done in the paper:

1: How online discussion forum networks differ in multiple semesters of an introductory physics

course and if the information in these networks can be taken with more simplicity from participation

statistics; 2: If a student’s final grade correlates with how central they are to the network; 3: If these

correlations exist, do they change when backbone extraction is performed on the data.
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Network analysis is done on the discussion forum data, specifically a bipartite network model

is used, in which actors (students) and events (discussion threads) are both considered. An actor

projection was performed on the bipartite network to provide a student - student network. Backbone

extraction was used in order to simplify the dense network, but strangely did not strengthen the data

set at all. PageRank and Target Entropy both proved positively correlated with grades in the first

and third semesters, but the second semester showed no correlations. These findings indicate that

PageRank and Target Entropy could be attributes of interest, and are worth studying more, which is

why they were chosen as characteristics to analyze in our own study.

The study discussed in Poquet et al. [3] analyzes Learning Analytics using a null models ap-

proach in which graphs were randomly simulated to observe a network. Within this, they used two

methods to express networks: post tree network and student to thread networks. The group created

random models for the purposes of their research. Their study suggested that degree and frequency

might not reflect social dynamics of the class analyzed, and also suggested that weighted clustering

might be more indicative of this instead. In their study, they noticed that the number of replies to

each post was relatively similar across courses. Another topic the researchers addressed had more

to do with global network structures of network projections. Specifically, they wanted to know

how much of student network global structures is explained by the posting behavior of students

in the network. Unfortunately, the researchers were not able to characterize the centralization of

these structures. The researchers were able to identify cases in which null models were more or

less descriptive of various attributes. Learner degree and weighted degree were both relatively well

explained by null models. However, weighted and non-weighted clustering were not represented

well by null models. Since degree seemed to tell a story here, this might be something to explore

more and is a reason why it was chosen to be examined in this study.

This paper also gave indication that there may be better visual methods for expressing results.

Reading and comprehending the charts and graphs in this paper proved to be a challenge. This

provided a better perspective for making the visuals for this paper.

The study conducted by Cho et al. [4] discussed how Computer-Supported Collaborative Learn-

ing (CSCL) and Cooperative Work (CSCW) manifest in an online student collaborative network.

The experiment discussed in Cho et al. [4] follows 31 college engineering students in two distant

universities who collaborated for design of aerospace systems using online tools. It follows two
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semesters, in which a survey was given in the second week of the first semester and then a final

survey at the end of the second semester. The surveys ask questions about who students interact

with meaningfully to better understand what relationships existed at the beginning versus the end of

the study.

There are three main purposes of the study. The first was to explore how distributed learners

create and maintain collaborative learning networks in CSCL and CSCW settings. The second

purpose was to identify what structural and personal factors influence the collaborative structures.

The third purpose was to test how these social network properties influenced learning outcomes (i.e.

student grades).

Two main hypotheses were investigated in this study. First, it is hypothesized that higher will-

ingness to communicate (WTC) students will explore more social ties than lower WTC students.

The hypothesis that follows this is that these higher WTC students will also be more central to the

network.

To sort through the results, multiple regression analyses were done to determine how much CS

and pre-existing networks affected the ways in which new social ties were created. Hypothesis 1

was supported by the experiment. Students that displayed a higher willingness to communicate

were more likely to engage in more significant interactions in the network. The second hypothesis

was not supported by the data. Willingness to communicate had seemingly no effect on network

centrality. This paper opens up for more discussion on the topic of centrality and its effect on a

social network. This applies specifically to our work, in that it takes place in an online forum,

classroom setting.

1.1.2 Blended/Offline Settings

Research can be conducted on groups that do not interact through a specific medium. For example,

a community of students working a study group in which individual interactions cannot be quanti-

tatively or qualitatively examined, but the participation could be recorded would be an example of

this. Although the individual interactions of students would not be recorded, if a student is known

to participate in a study group external to the classroom, it could still be analyzed how the student

performs in the classroom.
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Dawson [5] used social network analysis methods to look at learner interactions and the spa-

tial/temporal requirements a classroom imposes, and the possibility of computer mediated commu-

nication to break through this potential barrier. Previous work for this paper gave the authors an

idea that learning is obtained by individual participation in social interactions. These allow learners

to interact with each other and therefore learn more by making connections. Dawson performed

a quantitative as well as qualitative analysis on 25 classes. The qualitative analysis consisted of

looking at discussion forum content. Student interviews were also looked at to better understand

position in social network and perceived sense of community. The quantitative analysis consisted of

social network analysis and centrality. These attributes helped determine a learner’s level of ”sense

of community” and position within the network. Face to face lectures were not used in the study, it

was strictly online forum analysis.

Ordinary Least Squares regression was used as an analysis tool. The study found a relationship

existed between a student’s sense of community and position within the conceived social network,

which supported their hypothesis. Students may engage less if they feel they do not need to, which

is characterized as weaker ties to surrounding classmates because they do not share resources. Con-

versely, students who feel isolated may experience frustration and a lack of needed help.

Florida International University (FIU) implemented a physics learning center for students to

build a sense of community, and studied the effects this had on the classroom [6]. These physics

learning centers are important because they exist informally and therefore do not require any specific

background for participation, so they are open and inclusive networks for students to collaborate in

their learning process. The learning centers could house up to about 30 students at one time. Social

network analysis was used to examine outcomes. When doing the social analysis with this study,

there were four main assumptions being made: actors and interactions are interdependent, links

(such as resources, shared information, etc.) aids in flow between actors, network models for in-

dividuals simultaneously restrict, but also open up opportunities for individual action and finally,

network models illustrate structures of patters and relationships among actors. The idea was that

identifying patterns in these collaborations would create a better understanding of how the learning

of physics happens, as well as understanding what could lead to retention of students within the

major. One idea investigated was whether or not there was a power distribution evident enough to

trace through actor attributes such as gender or ethnicity. To study this idea, an eigenvector central-

6



ity measure was calculated for all nodes in the network data. The data being analyzed came from an

online survey students voluntarily participated in. The survey looked at six major attributes: Major,

whether the student was in a modeling instruction course, gender, ethnic background, number of

days per week in physics learning center and number of hours per week in physics learning center.

A matrix was created that illustrated whether or not students interacted. Correlation coefficients, as

well as hierarchical multiple regression analysis were also used. The hierarchical multiple regres-

sion analysis created predictive models for use in study. A notable finding from this study was that

ethnicity and gender did not contribute to any perceived disadvantages in academic performance.

Days per week spent in the physics learning center was extremely predictive of success in the class-

room. More days spent increased a student’s centrality score. This study led us to think more about

how participation outside of the classroom would affect centrality and performance and thus, the

use of online discussion forums such as those used in our study.

1.1.3 Literature Reviews and Methodology Papers

Cela et al. [7] performed a systematic review in which 37 papers were studied to look into three

major focuses of SNA (if the use of SNA is increasing, to identify research questions and constructs

used in SNA, and identify gaps and suggest future research). Throughout the literature reviews,

certain things were identified like whether a study used strictly SNA methods or paired with content

management systems. Another topic looked into was what technology was used to perform SNA

and if that tech was pre-existing or created by the researcher. From the literature reviews performed,

it was noted that centrality and density are some of the most relied on constructs. Suggestions for

future research were made at the end of the paper, like broadening the range of what is being

analyzed, as well as using 2 mode e-learning networks. A lot of this directly relates to what is being

done in our own study. We also use centrality and density, but we use many other characteristics

seen in SNA methodologies. For our SNA analyses, we use R programming, which would be the

used technology of the study.

The purpose of Freeman [8] was to dive more into what centrality actually is and to better clarify

how it can be used in the study of social interaction. Centrality describes how an individual is

connected to and influences others in a network. More central nodes tend to have more connections

and hold more influence over others in the network.
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Centralization is a measure that describes how edges are distributed. Point and graph centraliza-

tion were both discussed and the problems people have had understanding them over the years. It is

stated that centrality can be determined by referencing degree, betweenness and closeness. Degree

describes how many connections a node has to other nodes in a network. Betweenness describes

how often points fall between other points on a geodesic path. Closeness is a descriptor of the

independence of a point.

Other papers explore non-human research in which the points of interest are things like papers

instead of people. Looking into the patterns and characteristics these exhibit can also be telling of

networks that are formed. These could provide a unique insight to network analysis that one would

not gain from purely human samples.

Barrat et al. [9] looks at two different network types as well as attributes to use to analyze them.

This paper was the first in which two different network types were looked at: an airport and authors

collaborating on papers. This paper had a heavy emphasis on the use of clustering coefficients.

Topological and Weighted clustering coefficients are used to compare the two networks. Each of

these have their own merits for the study.

This paper looks at two different types of clustering coefficients. Topological clustering coeffi-

cients can be described as the average clustering coefficient whereas the weighted clustering coef-

ficient takes into account the weighted edges of a network. Topological coefficients indicate con-

straints on network structure, while weighted clustering coefficients focus more on nearest neighbor

degree in accordance with the normalized weight of connected edges. The weighted clustering co-

efficient gives a better idea of cohesiveness in areas of the network. One observed network looks

at airports and flights coming in and out. This network was known as the Worldwide Airport Net-

work. The weighted clustering coefficient in this network was extremely variant. This says that

in the network, the higher degree airports tend to create interconnected groups with higher traffic

links. The other network looks at author collaborations when working on scientific papers. This

network suggests that authors who do not work with as many collaborators work in a well defined

group, while higher degree authors work with a wider array of collaborators. These higher degree

authors have a lower clustering coefficient, while the low degree authors have a high clustering co-

efficient. In the network dealing with authors, weighted and topological clustering coefficients were

almost identical while the weighted coefficient in the airport network was slightly larger than the
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topological, probably due to the constant flux in and out of the airport of flights that are generally

unconnected. This study claims to offer a general, quantitative approach to understand convoluted

make ups of real weighted networks.
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Chapter 2

Methods

2.1 Overview

In the following sections, an explanation of how the research was carried out will be given. This will

begin with a section about network measures that were calculated and used to describe our networks.

This will help one better understand how our networks were characterized and what these metrics

were used to describe about our models. After the network measures are stated, we will go into how

they were calculated. Finally, the specific creation of each individual model created for the study

will be explained. This will help set the three models used apart from each other.

2.2 Network Measures

In this section we will discuss some of the network measures used in analysis. These are tools

which were highlighted in the literature review and noted as useful, specifically in [10]. Here, our

nodes are the students in the network and our edges are the post interactions between students. In

the following definitions, it can be assumed NE = number of edges and N = number of nodes.

Undirected Network: A network in which edges are not directional to and from nodes. Gener-

ally, an undirected network will have less edges than a directed network.

Directed Network: A directed network is a network in which edges are directed to or away from

nodes, giving opportunity for more edges to exist in the network. There can be more edges in a
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directed network because there could potentially be an edge to a node as well as a returning edge.

In other words, there could be two edges between two nodes as interactions are directed to and away

the starting and ending node. In an undirected network, since the direction isn’t taken into account,

there would only be one edge per interaction.

Degree: The degree of a node is how many connections it has:

kavg = NE/N (2.1)

If the network is a directed network, there are separate degrees for in and out of nodes. The average

degree of a network is the number of edges divided by the number of nodes. A higher average

degree value means a network is more densely connected.

Density: The density of the network is the ratio of actual edges to total possible edges. This is

a very common measure used in network analysis.

ρ =
NE

N(N − 1)/2
(2.2)

and for directed networks:

ρ = NE/(N(N − 1)) (2.3)

Centralization: describes how the edges in a network are distributed. Degree centralization

looks at this in terms of it being a proportion. The highest value possible for this metric is 1.00

which would indicate that every single edge is connected to a singular node. The lowest value

possible here would be 0.00 which indicate an isolate without connection [11].

C =

∑
CDmax − CD(ni)

max
∑
CDmax − CD(ni)

(2.4)

Above CDMax represents largest degree centrality in the data set, while CD is the degree centrality

for a particular node.

Geodesic Path: The geodesic path is the ”shortest length” of edges between two points. ”Short-

est length” is quoted here because when talking about geodesic path and diameter we are not talking

about a physical length, but a number of edges. So, a longer length means there are more edges be-
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tween two nodes and the shortest path means the least number of edges. It is not a single calculation

that can be made for a network, but instead is a concept that can be used for different measurements.

Diameter: the length of the longest geodesic path between two vertices. So, a higher diameter

would indicate more edges between nodes, or further length to travel. This would indicate a more

loosely connected network.

Average Vertex - Vertex Distance: The average distance between vertices in a network. The

calculation for average vertex-vertex distance includes distances from a vertex to itself, which would

equate to a zero distance. For instances where there a connecting path between vertices does not

exist, infinity is used in calculation.

Transitivity (clustering coefficient): compares the number of closed triangles of nodes to the

number of all connected node triplets. In other words, this is the probability of adjacent vertices in

a network to be connected. This helps to display small clusters. Essentially, this is a ratio between

the closed clusters seen and the maximum possible clusters. You could see this as the probabilty of

two people I know, knowing each other.

C = (3 ∗Nt)/Vc (2.5)

WhereNt is the number of connected triangles and Vc is the number of connected triples of vertices.

Averaged Barrat clustering coefficient: This is a weighted clustering coefficient, whereas the

previously mentioned clustering coefficient is an average. It helps to examine local cohesiveness of

triplets.

cwi =
1

si(ki − 1)

∑
j,h

wij + wih

2
aijaihajh (2.6)

Above ki is the degree of node ”i”, while si is the sum of all the edge weights which are connected

to the node. Together the fraction on the left of the summation counts for the normalization factor of

the equation. wi,j andwi,h are weights on endpoint nodes’ degrees. Finally, ai,j , ai,h and aj,h are all

points in the network’s adjacency matrix. The values of these matrices can be 0 or 1 depending on

whether or not the nodes are connected by an edge. For example, if node i and node j are connected

by an edge, then the value of ai,j would be 1. If they are not connected, the value of ai,j would be

0 (Barrat et al. [9]).
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Correlation Coefficient: Measures how strong a relationship is between two variables. Cor-

relation coefficients can range from -1.00 to 1.00. A data set that shows absolutely no correlation

would have a correlation coefficient of 0.00. By ”no correlation”, this means a data set is completely

scattered and shows absolutely no trend. A negative correlation coefficient describes a data set that

trends downward, while a positive correlation coefficient indicates an increasing trend. The closer

to 1.00 on either side of the positive or negative spectrum a correlation coefficient is, indicates that

the data increases or decreases more linearly. For example, a positive correlation coefficient of 1.00

depicted on a graph, would look like a diagonal line starting at zero and increasing positively on a y

- axis at a linear rate, as it goes up the x-axis. Here, the correlation coefficient is describing whether

or not high degree nodes tend to link with other high degree nodes and if low degree nodes tend to

link with other low degree nodes.

correlation coefficient =

∑
(xs − xavg)(ys − yavg)
√

(xs − xavg)(ys − yavg)
(2.7)

Community Detection: Groups of nodes which are densely connected to each other. These can

be the ”clusters” talked about in the transitivity definition, but even moreso can be much larger

clusters than just triangles. There are a plethora of ways to calculate community detection, In our

calculations we use the edge betweenness methods and the [12] function ”infomap”. There are

other ways such as the ”spring embedding” algorithm or cluster analysis, which are both discussed

in Newman [10].

2.3 Foundations/Code

All three models were created using the ”igraph” [12] package in R Studio [13]. The data begins as

a data frame in which the categories from left to right are: type, student code, target, thread, thread

week and creation time. Type describes if the post is the original post in the thread, or if it is a reply

to the post. Student code is the identification number of the student who posted, or commented on

the original post. Target gives the student identification code of the student who created the thread.

Thread week describes the week in the semester that the post took place and creation time is the

time stamp of the post for following chronology. The data frames containing this information are
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the basis of all calculations, plots, tables, etc. done in this study. Table 2.1 below shows an example

of the data frames we were working with.

2.3.1 General Model Construction

Each model was created using its own separate code file due to each model being distinctly different

from one another, but the beginning formations of the models were done in a code file together. The

first few steps of model creations were the same across all three, so having this separate foundational

file served as a good reference for coming back to whenever needed. The three models use the same

data sets which are supplementary online forum discussions between students from fall semesters

of a introductory physics course for fall of 2014, 2015 and 2016. As mentioned earlier, every post

is given a line in the data frame that contains its student code, target code, thread, week and creation

time. These can be seen in the following table.

Table 2.1: Sample Data Frame
Type Student.Code Target Thread Week ThreadWeek Creation.Time
Refl 86689010 56573045 935 16 16 1418910988
Refl 16571160 56573045 935 16 16 1418915573
Refl 86978019 56573045 935 16 16 1418924031
Refl 98365241 56573045 935 16 16 1418926187
Post 97883254 97883254 934 16 16 1418829664
Refl 18783138 97883254 934 16 16 1418830073
Refl 96870056 97883254 934 16 16 1419043937
Post 18783138 18783138 933 16 16 1418828996
Post 28783140 28783140 932 16 16 1418828354
Post 97777328 97777328 931 16 16 1418819566
Refl 18783138 97777328 931 16 16 1418829870

Table 2.1 is a small subsection of threads. You can see the all pieces of the tables that we worked

with when creating these data frames. It tells us about specifically week 16, (which can be seen in

the fifth column from 2.1) of the fall 14 semester. The student code, target, type and thread columns

are the building blocks of what differentiates each model from one another.

2.3.2 Model 1 Construction

The premise of model one is that all participants in the same thread are connected. More connections

lead to weighted edges in this model. In Figure 2.1 this is illustrated at the most basic level with
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Figure 2.1: Example Model 1 network from data in Table 2.1. Nodes are labeled with the first three
numbers of the StudentCode. Each student is connected to all others in the same thread.

a sample data set in Table 2.1. Model 1 utilizes a bipartite network structure. The data is divided

into two ”types” that the code can decipher between (this being the indication that it’s a bipartite

network). The two types of data are actors and events. In the case of our study, the actors are

students and events translate into threads. In a bipartite network, nodes can only link to the other

node types, so relating this to our study, students can only link to threads. So, a projection links all

student nodes that link to the same thread nodes. When linking the student nodes that link to the

same threads, weighted edges are created. Weighted edges in the network illustrate that there are

multiple links between two students. Within this process the loops and isolates are removed from

the data set as well. This means links are not shown when a student replied to themselves (loops)

and there are not illustrated nodes for posts in which there are no replies (isolates). It is important

to note as well that direction is not used in model 1, meaning that it is not taken into account of

who made the post versus who is making the reply to the post, only that an interaction between two

students happened. Since there is no direction of the threads (our edges), this means model 1 is an

undirected network.

2.3.3 Model 2 Construction

The idea behind model 2 is that the only edges are those between a student who posted in a thread

and the student who started the thread. The links in this network model are directed links meaning

they point from one node in the direction of another (i.e. a directed network). In our study, they

point FROM the student who commented TO the student that began the thread, which can be seen
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Figure 2.2: Example Model 2 network from data in Table 2.1. Nodes are labeled with the first three
numbers of the StudentCode. The only edges are those between a student who posted in a thread
and the student who started the thread

above in Figure 2.2.

A weight of 1 is assigned to each edge, otherwise the program will treat the edges as unweighted.

Then the ”simplify” command is used to get rid of loops, as well as combine multiple edges into

weighted edges. So, if a single student has interacted with another student more than once, simplify

will combine this to a weight of however many interactions was exchanged.

Next, the simplified model 2 objects are created by clearing away anything with a degree of 0

from the model objects. This gets rid of isolates from the data system, which are nodes that have no

connections to any other nodes in the system. In this model, isolates would be defined as students

who never commented on a post, or had any replies sent to their posts.

2.3.4 Model 3 Construction

The overarching concept of model 3 is that each student replying to a thread has an edge to everyone

else who has posted above them in the thread (including the student who started the thread). This

can be seen in Figure 2.3 above at a foundational level. An empty object is created for later use

in the model construction. Next the data is looped through. First, the R program separates all the

data frames into the individual threads that make it up. From here, the code parses through all the

student codes that appear within a thread of the data frame. After the program loops through, a plot

can be generated that shows the outcome of the loops. Essentially, the plot shows how the student

codes connect. For any node that has an edge pointing to itself, it represents a student responding
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Figure 2.3: Example Model 3 network from data in Table 2.1. Nodes are labeled with the first three
numbers of the StudentCode. Each student replying to a thread has an edge to everyone else who
has posted above them in the thread (including the student who started the thread)

to their own post at some point of the thread. After looping through the data, an edge weight of one

is assigned to the set, then the network objects are simplified to remove loops and collapse multiple

edges. This process is repeated for all three semesters of data.

2.3.5 Additional Comments

Once all of the models were created various calculations were done on the models to test differ-

ent network measures. The models were created so that model 2 would in theory be the network

with the least amount of connectivity. Model 3 would have an intermediate level of connectivity

of the three, and model 1 should have been the most highly connected model. The calculations

that will be discussed in the results section are as follows: centralization, average degree, average

Barratt clustering coefficient, diameter, transitivity, average vertex-vertex distance and correlation

coefficient. There metrics were all calculated using the ”iGraph” package [12] in R Studio [13].

Community detection was also investigated, as well as the beginnings of a more in depth analysis

of specific aspects of centrality such as Pagerank and degree and corresponding quartiles for both

of these metrics.
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Chapter 3

Results

There are a few different ways to view and think about the results. Each way can be helpful in

its own way when considering the data and results that are gleaned from the study. One way to

consider the results is by looking at them by characteristic, that is, looking at the results of measures

and comparing/contrasting the models within the measure being analyzed. This allows one to look

at how results may vary from one model to another. Another way to compare is just looking model

by model at the results which helps when looking for similarities and differences between semesters.

With this in mind, to begin, we will look at a subset of the data from each model and show how

they are mapped out visually. The example used is a subset of data from week 7 of the semester.

Figure 3.1 shows the week 7 network for model 1, in which anyone in the same thread has a

connection to each other. This one differs from the next two in that there are no arrows to indicate

the direction of interaction. This is what illustrates it as an undirected network. Another important

thing to note when looking at Figure 3.1 is that the lines denoting edges and the yellow circles

denoting nodes are different thicknesses/sizes. The edges are sized as a function of the edge weight.

This means edges with higher weights (multiple interactions between two nodes) have a thicker line

than an edge where there was only one interaction between the nodes (an edge weight of one). The

node size is a function of the degree of the node. This means a higher degree node, so one with more

connections, will have a larger circle than a node that only has one other connection. By our way of

model construction, model 1 should have the most dense looking network of the three models.
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Figure 3.1: Week 7 Subset of Model 1 Network; the edge width is scaled by the edge weight and
the node size is scaled by the square root of the degree of the node.

Let us remember that in model 2, the only edges are those between a student who posted in a

thread and the student who started the thread. Figure 3.2 shows the arrows which indicate the direc-

tion of an interaction. These arrows delegate this figure as a directed network. Again, in the model 2

network plot, you can see different edge and node sizes to show which students (nodes) participated

in more interactions with other students, and the weight of these interactions. By construction of

the models, this is the model that should have the least amount of connections in its structure.

In model 3 each student replying to a thread has an edge to everyone else who has posted above

them in the thread (including the student who started the thread). Figure 3.3 shows the arrows that

designate this as a directed network. Again, in model 3 the edges are sized as a function of edge

weight and nodes are sized as a function of their density. According to model construction, Figure

3.3 should be more of a middle ground between Figure 3.1 and Figure 3.2.

By looking at these figures, you can get a better idea of how the networks are connected to each

other, and what it might look like for nodes of higher or lower connectivity. For example, in 3.1

there are some nodes to the top left of the figure that are off to the side and connected only to each
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Figure 3.2: Week 7 Subset of Model 2 Network; The edge width is scaled by the edge weight and
the node size is scaled by the square root of the degree of the node.

other. The nodes themselves are smaller compared to some of the others as these are examples of

nodes that are less connected to the network, versus one of the nodes that is in the middle of the

web-like network, where it is way more interconnected with the network infrastructure and therefore

larger in size as well.

3.1 Model Overview

3.1.1 Model 1

Table 3.1: Model 1 results with columns from left to right: semester, average degree, centraliza-
tion, average Barrat coefficient, diameter, transitivity, average vertex - vertex distance, correlation
coefficient

semester AvgDeg Central Barrat Diameter Transitivity AvgVertToVert Correlation
1 52.97 0.43 0.72 4 0.64 1.69 -0.06
2 29.40 0.48 0.70 8 0.53 1.90 -0.19
3 42.14 0.47 0.79 7 0.63 1.78 -0.14
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Figure 3.3: Week 7 Subset of Model 3 Network; the edge width is scaled by the edge weight and
the node size is scaled by the square root of the degree of the node.

Table 3.1 shows an overview of the descriptive network measures calculated for each semester

in model 1. Looking at average degree across the semesters, Fall 14, 15 and 16, it shows that the

highest value for average degree was in Fall 14 and the lowest in Fall 16. All three semesters exhibit

highly comparable centralization values. The values for average Barratt coefficient and transitivity

are also extremely close to one another. Fall 15 had the highest value for diameter while Fall 14

was the lowest for the three, being half of what Fall 15 was. Fall 15 had the highest vertex to

vertex distance of the three semesters while Fall 14 had the smallest value. Semesters 2 and 3

have comparable correlation coefficients, but there is a gap from these to semester 1. Semester

1’s correlation coefficient is almost zero, showing an almost total lack of correlation here for high

degree nodes connecting to other high degree nodes and low connecting with low. The correlation

coefficients all being negative numbers is something to note as surprising, but this will be discussed

more later.
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3.1.2 Model 2

Table 3.2: Model 2 results with columns from left to right: semester, average degree, centraliza-
tion, average Barrat coefficient, diameter, transitivity, average vertex - vertex distance, correlation
coefficient

semester AvgDeg Central Barrat Diameter Transitivity AvgVertToVert Correlation
1 23.15 0.28 0.41 7 0.31 2.39 -0.11
2 20.40 0.32 0.58 7 0.36 2.39 -0.18
3 23.58 0.34 0.55 6 0.39 2.42 -0.16

Table 3.2 shows an overview of the descriptive network measures calculated for each semester

in model 2. Starting with average degree there are three values across the semesters that are all

comparable. Centralization values in model 2 are also very comparable, as they were in model 1.

The average Barratt values varied from 0.41 (fall 14) to 0.58 (fall 15). Diameter values are almost

identical to each other, as are average vertex to vertex values. Transitivity values are extremely

similar to each other as well. Fall 15 and 16 exhibited similar Barratt clustering coefficients, but

Fall 14 was noticeably lower than the other two semesters for this characteristic. The correlation

coefficients here were also comparable to one another, as well as in general being relatively close to

zero and mostly showing a lack of any correlation.

3.1.3 Model 3

Table 3.3: Model 3 results with columns from left to right: semester, average degree, centraliza-
tion, average Barrat coefficient, diameter, transitivity, average vertex - vertex distance, correlation
coefficient

semester AvgDeg Central Barrat Diameter Transitivity AvgVertToVert Correlation
1 70.85 0.39 0.82 5 0.64 1.84 -0.06
2 40.81 0.43 0.84 6 0.53 2.00 -0.16
3 58.55 0.46 0.99 4 0.63 1.91 -0.13

To begin, remember that model 3 is a network in which each student replying to a thread has

an edge to everyone else who has posted above them in the thread. This includes the student who

started the thread.

Average Degree values in this model vary from 40.81 (fall 15) to 70.85 (fall 14). The average

degree numbers in this model indicate a moderately connected network. The centralization values

in this network are all very comparable, ranging from 0.39 (fall 14) to 0.46 (fall 16). Average
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Barrat coefficient values here were all reasonably high, especially in comparison to the other two

models. All of the diameter values are one unit apart from each other showing consistency within

the diameter attribute for this model. The average vertex to vertex values in this model are also very

similar to each other. The lowest average vertex to vertex value is 1.84 (fall 14) and the highest

being fall 15, by not too much more. The correlation coefficients in this model are very comparable

as well. The most positive value appears in fall 14 and least positive being fall 15. These values are

relatively close to zero, which indicates an overall lack of correlation in the model.

3.2 Compare All Models

Table 3.4: Comprehensive Results Table
Model semester AvgDeg Cent avgBarrat Diameter Tran AvgVert Corr

1 1 52.97 0.43 0.72 4 0.64 1.69 -0.06
1 2 29.40 0.48 0.70 8 0.53 1.90 -0.19
1 3 42.14 0.47 0.79 7 0.63 1.78 -0.14
2 1 23.15 0.28 0.41 7 0.31 2.39 -0.11
2 2 20.40 0.32 0.58 7 0.36 2.39 -0.18
2 3 23.58 0.34 0.55 6 0.39 2.42 -0.16
3 1 70.85 0.39 0.82 5 0.64 1.84 -0.06
3 2 40.81 0.43 0.84 6 0.53 2.00 -0.16
3 3 58.55 0.46 0.99 4 0.63 1.91 -0.13

Table 3.4 shows a comparison of all three models for the following attributes: average degree,

centralization, average Barratt clustering coefficient, diameter, transitivity, average vertex-vertex

distance and correlation coefficient. The top three rows show semester, Fall 14, 15, then 16 for

model 1. Respectively, models 2 and 3 follow. Seeing these measurements all together in one

location helps us compare and contrast results in an easier to visualize way.

The following plots show all three semesters, of all three models for each attribute. The x-axis

indicates which model is being viewed and is ordered from left to right: model 2, model 3, model 1.

This order was specifically chosen to express what was expected to be the least connected models,

to the most connected model. Viewing them in this specific order allows us to better understand

if our expectations were met for the connectivity of the models. The y-axis shows the value for

whichever attribute is being examined.

While looking at these plots there are general trends we would expect to see with each network
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attribute. Some of the attributes rely more on nodes of the network, while some of them rely more

on the edges of the network. With a higher edge count, the average degree and the variations of

clustering coefficients would be expected to increase with connectivity. However, with a higher

edge count things like diameter and average vertex-vertex distance would be expected to decrease,

so we would see these graphs go in the opposite direction. Keep in mind, a higher edge count would

indicate a more highly connected network.

The number of nodes and edges for each semester of each model are shown in Table 3.5. In the

directed networks, edges would be counted for interactions based on being to or from one student to

another which could potentially result in two edges for an interaction. In an undirected network an

edge would exist with no direction so there would only be one edge for any given interaction, which

means that directed networks have the potential to have more edges than an undirected network.

There is a consistent number of nodes across all three models. This makes sense, because we are

working with the same number of students. The edge counts differ due to the differing structure of

each model determining what we consider a connection.

Table 3.5: Nodes and Edges Comparison Table
semester Model Nodes Edges

1 1 144 3814
2 1 126 1852
3 1 139 2929
1 2 144 1667
2 2 126 1285
3 2 139 1639
1 3 144 5101
2 3 126 2571
3 3 139 4069

3.2.1 Centralization

Figure 3.4 shows centralization values from the data set. Centralization showed an increase looking

left to right on the plot. Semester one consistently had the lowest centralization value. Semesters

2 and 3 were higher, but varied by model for which was the highest. Centralization is a metric that

there was no baseline expectation for so it is interesting that it showed an increase with connectivity.
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Figure 3.4: Centralization plot

3.2.2 Average Degree

Figure 3.5 showed the results for the average degree metric. On this graph, semester 1 tended to

have the highest values, followed by semester 3, with semester 2 tending to be the lowest.

The Average Degree table does not exactly fit in the box of what we would expect to see. There

is a spike where model 3 tends to have the highest values for all three semesters, instead of a general

increase going from left to right. The reasons for this will be explained in section 4.2.

3.2.3 Average Barrat Clustering Coefficient

Figure 3.6 shows the plot for the average Barrat coefficient calculations. This data has less of a trend

than some of the other graphs discussed in this section. Overall, semester 3 tends to have the higher

clustering coefficient values except in model 2, where semester 2 has the higher value. Semesters 1

and 2 closely resemble each others’ values in models 3 and 1. Most of the clustering coefficients in

this network fall in an upper middle range showing a fairly connected network.

The Barrat coefficient follows the same pattern as the average degree values where it peaks in
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Figure 3.5: Average degree plot

values in model 3, which should be the middle values for what we would expect the graphs to look

like.

3.2.4 Diameter

Figure 3.7 is distinct from the others in that it is the only figure in which one of the semesters

(semester 1) completely deviates from the pattern the other two follow. Semesters 2 and 3 both

decrease from model 2 to model 3 and then increase on model 1. Overall, semester two had the

highest diameter values, but when making this statement it is important to note the y-axis values

on the figure. The lowest value is 4, while the highest is 8, which is not a significantly large

difference. The semester one line follows the expected trend for diameter with respect to the x-axis

order discussed earlier and the increasing connectivity of the graphs. Diameter is the length between

nodes, where length is attributed to the number of edges between the nodes. So a more connected

network would typically have a lower value for diameter, as seen in the semester one values across

the models. However, there is deviation from this trend in semesters 2 and 3 in the model 1 values.
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Figure 3.6: Average Barrat clustering coefficient plot

3.2.5 Transitivity

Figure 3.8 shows the results for the transitivity network measure. Transitivity is interesting in that

the values from model 2 to model 3 follow what we would expect, but then from model 3 to model

1 there is no difference from point to point for each individual semester. This is due to igraph using

a calculation that does not include edge direction. So, even if the weights differ, this has no effect

on the calculation and explains the end plateau. Semester 1 begins as the lowest value in model 2,

but for the remaining two models has the highest value. Semesters two and three are consistent with

each other in that semester 3 holds higher transitivity values than model 2.

3.2.6 Average Vertex-Vertex Distance

Figure 3.9 shows the average vertex to vertex network measure results. The average vertex to vertex

distances exhibit shorter distance going across the x-axis (model 2, to 3 to 1). This is exactly what

would be expected for reasons similar to what is explained in the section about diameter. The

general trend is that semester two shows the longest distances, followed by semester 3 and semester
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Figure 3.7: Diameter plot

1 having the shortest distances. The variant for this generality is that in model 2, semester 3 has

the longest distance and semester 2 is slightly shorter and almost identical to semester 1. Another

thing to note while looking at this graph, is that model 2 has the least variance in these numbers and

model 1 has the most variance in its average vertex to vertex distance values.

3.2.7 Correlation Coefficient

Figure 3.10 shows the values for the degree correlation coefficients. Note that the y-axis begins at a

negative number (-0.020) and works its way up to zero. These numbers are all negative values close

to zero, which shows more of a lacking in correlation within the data set. By doing the correlation

coefficients here, we were trying to determine if high degree nodes connect with other high degree

nodes, which is typically the case seen in social networks. That is, we wondered if students who

tended to link to many other students would tend to link to each other. These results proved it to

be more random, with no particular trend as to whether students who were ”popular” in the class

tended to link to each other.
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Figure 3.8: Transitivity plot

3.2.8 Community Detection

Community detection should be addressed as well in this section, although the figures are not in-

cluded. This is because the results were not indicative of anything. For our calculations we used

the methods of edge betweenness and informap in the igraph package [12]. When using the edge

betweenness, essentially every node was defined as its own community. There were too many com-

munities within this method to be of any significance to our research. When using infomap, all

of the nodes were essentially bundled into one large community, which was also not useful to our

research.

29



Figure 3.9: Average vertex-vertex distance plot

Figure 3.10: Degree correlation coefficient plot
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Chapter 4

Discussion

4.1 Comparison With Example Networks

The numbers in Table 3.4 from the results section were compared with Table 3.1 from Newman

[10]. The Newman paper was instrumental in our research because it covered a lot of important

network concepts and measures which factored into the network measures chosen to be researched

in this study. Table 3.1 from the Newman paper is a mostly comprehensive summary of the paper

as a whole, which made it a good point of comparison for our results tables. Their table lists

sample networks that range from four categories: social, information, technological and biological

sciences. For each of these, the networks are either directed or undirected. There are eight listed

attributes: vertices, edges, average degree, vertex to vertex distance, degree distribution exponent,

transitivity clustering coefficient, average clustering coefficient and correlation coefficient. Their

average clustering coefficient is parallel to our Barratt clustering coefficient. For our study, their

category of social networks is the most relevant and will therefore be the main point of reference.

Density is another commonly explored network attribute, but for the purposes of our study, did not

hold a strong bearing and therefore was not examined.

In terms of nodes and edges, the Newman networks are generally much larger than our net-

works. Newman also saw an overwhelming amount of negative values for correlation coefficients

except when it came to their social networks. Since their social network section is what is most
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comparable to our work, it is an interesting thing to note that where their correlation coefficients

were positive, ours ended up being negative. The ranges of the correlation coefficient values they

saw were comparable to ours.

4.2 Unexpected Network Measure Trends

The Results section touched upon how a few of the network measure plots did not follow the trend

one would expect to see in these models. The big question that would obviously result from this is:

why not?

The commonality of the network measure plots that did not follow the expected trend is as

follows. The network measures that had more to do with the edge number of the graphs followed

the expected trend, until getting to model 1. Model 1 was the only undirected network, which would

lead to less edges. This is a probable explanation for the drop off in edge related network values

for what should have been our most connected network and therefore highest values. With this in

mind, model 1 was re-examined, but as a directed network to see what might have changed. These

new directed values can be seen in the table below. For the purposes of comparison to original

findings, the undirected model 1 network renames named ”1” in the ”Model” column, while the

newly calculated directed model 1 network is listed as ”4”.

Table 4.1: Model 1 Directed Network Node/Edge Comparison
semester Model Nodes Edges

1 1 144 3814
2 1 126 1852
3 1 139 2929
1 4 144 7628
2 4 126 3704
3 4 139 5858

As seen in Table 4.1, the number of nodes remains the same from undirected to directed net-

works, which was seen in the original calculations of the undirected model 1 network in comparison

to the directed model 2 and 3 networks. However, from the original undirected model 1 network to

the newly calculated directed model 1 network, the edge numbers have doubled. This makes sense

because in model one anyone in the same thread is connected, so there would be two counted edges

for every interaction.
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Table 4.2: Model 1 directed network results compared with original calculations for model 1 undi-
rected network.

Model semester AvgDeg Central Barrat Diameter Tran AvgVert Corr
1 1 52.97 0.43 0.72 4 0.64 1.69 -0.06
1 2 29.40 0.48 0.70 8 0.53 1.90 -0.19
1 3 42.14 0.47 0.79 7 0.63 1.78 -0.14
4 1 105.94 0.43 0.68 4 0.64 1.69 -0.06
4 2 58.79 0.48 0.61 8 0.53 1.90 -0.19
4 3 84.29 0.47 0.73 7 0.63 1.78 -0.14

Table 4.2 shows the network measures for the undirected and directed model 1 networks. There

is no change to the following network measures: centralization, diameter, transitivity and average

vertex-vertex distance. However, there is a noticeable change in average degree and a small change

in the average Barrat coefficients.

Referencing our original definition for degree, it is defined as ”how many connections a node

has.” It makes sense that when the number of edges doubled, so did the values for average degree,

because we have now doubled the connections. This explains why the average degree plot from

3.5 did not follow the expected trend. When using the model 1 calculations where it is a directed

network it now follows the expected trend.

Next, we re-examined the network measure plots by recreating the original plots used in the re-

sults section, but adding a ”Model 4” on the x-axis. This ”Model 4” represents the newly calculated

model 1 directed network.

Figure 4.1 shows the centralization with no difference from the original plot to this one. Making

model 1 a directed network had no effect on the centralization values.

Average degree shown in Figure 4.2 showed a significant improvement by making model 1 a

directed network, which was the expected outcome of this exercise. By adding more edges, this

shows more connections entering and exiting the nodes, which should raise the degree values as

shown. This supports our theory that directing the model 1 network would make the data follow the

trend we would expect to see.

Looking at the Barrat coefficient graph, Figure 4.3, there was not a significant change from what

we originally saw. Semesters 1 and 3 were similar to their original values and semester 2 slightly

decreased here.

The diameter graph seen in Figure 4.4 showed no changes between the directed and undirected

33



Figure 4.1: Centralization plot where values were identical between undirected model 1 and directed
model 4.

model 1 networks. Our semester 1 line still shows what we would expect to see, while the semester

2 and 3 lines deviate from the expected trend.

The transitivity graph in Figure 4.5 and the average vertex-to-vertex distance in Figure 4.6

showed no change between the directed and undirected model 1 points.

Finally, the correlation coefficients in Figure 4.7 were identical to the undirected network cal-

culations.

34



Figure 4.2: Average degree plot which shows an increase from undirected model 1 to directed model
4.
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Figure 4.3: Average Barrat clustering coefficient plot which shows decrease from undirected model
1 to directed model 4.

Figure 4.4: Diameter plot which shows no change from undirected model 1 to directed model 4.
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Figure 4.5: Transitivity plot which shows no change from undirected model 1 to directed model 4.

Figure 4.6: Average vertex-vertex distance plot which shows no change from undirected model 1 to
directed model 4.

37



Figure 4.7: Degree correlation coefficients plot which shows very minimal change from undirected
model 1 to directed model 4.
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Chapter 5

Conclusion

5.1 Future Work

As research is never ending, there are an infinite number of network attributes that could have been

examined and provided more information about the networks being discussed in this paper. One

example of this would be a heavier emphasis on centrality specific measures.

Table 5.1: Sample Centrality Attribute Table
ID degree DegreeQuartile PageRank PageQuart
37865234 63 Q3 0.007 Q3
76771103 45 Q2 0.005 Q2
96870056 56 Q2 0.008 Q3
56573045 101 Q4 0.021 Q4
56687107 43 Q2 0.005 Q2
86689010 65 Q3 0.008 Q3
16571160 113 Q4 0.022 Q4
86978019 38 Q2 0.004 Q2
98365241 82 Q4 0.010 Q4
97883254 65 Q3 0.007 Q3

Table 5.1 shows a few extra network measurements that were beginning to be calculated in our

research. Due to external constraints, these were not explored as heavily as desired, leaving room

for more potential work to be done. The table 5.1 shows five columns of data: ID number, degree,

Degree Quartile, PageRank, and Page Quart (short for Pagerank quartile). These attributes are

associated with different centrality measures, to see if changing models also changes the centrality
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quartiles that students fall into. This would give us more insight into whether or not the same

students are central to the network regardless of the assumptions being made about the interactions

going on within the network. It may also give more insight into how they reached a more central

position via their interactions with other students.

Since community detection in this particular experiment was inconclusive, it would be interest-

ing to further analyze this by using some different methods. As previously mentioned, our study

used edge betweennness and the igraph package command, infomap. There are numerous more

methods that can be used to detect and analyze communities in networks, so it would be interesting

to see what some of the other types of community detection might produce. This is a very dense net-

work which includes weighted edges. There are existing community detection methods that would

be suited to doing calculations for this network and take these two attributes into account.

5.2 Final Notes

This study was done to better understand what social network measures are most telling of a online

forum classroom dynamic and furthermore, understand how measures compare and contrast when

the construction of the network models is altered. There was an initial hypothesis about how the

connectivity of the networks would compare with each other and how this would pan out with

the network measures calculated about the data. In some cases, the hypotheses were completely

correct, for example, average vertex-to-vertex distance followed the exact trend predicted. As the

network models became increasingly more connected, the average vertex-to-vertex distance values

decreased. The results showed that centralization may be more descriptive of how social networks

are affected by model construction and connectivity than what was initially thought. Average degree

followed the expected trend. There were higher average degree values as connectivity increased.

The average Barrat coefficient and transitivity did not seem to follow any particular trend pertaining

to connectivity. Finally, degree correlation coefficients also did not seem to be extremely telling of

any relationship for social networks, model construction or connectivity.

Although the numbers in this study may not be statistically significant because of the rela-

tively small sample size, it gave good indications about measures that may be important in network

analysis. For example, this research helps to indicate that centralization is something worth more
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investigation. Centralization is a measure that had no preconceived expectation, but showed a gen-

eral increase across connectivity, thus may be a measure of interest in the future. On the other hand,

community detection methods and correlation coefficients show little to no usefulness for analysis.

The small steps here are a good start in the direction of filling the holes of existing literature and op-

timizing network analysis to best understand the interaction of groups and the individual influence

within them.

Looking at the models used, it is arguable that the model 2 construction may be the most pre-

ferred model in this study. Having every node in a thread connect to one another as in model 3,

may have too many connections to be too telling of the network, where as model 2 may skip a lot of

important connections with how it is set up. Model 3 is a solid medium ground for this to capture

important ties, without creating an indistinguishable mess.
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