Knowledge Discovery in Biological Datasets Using a Hybrid Bayes Classifier/Evolutionary Algorithm

Michael L. Raymer
Wright State University - Main Campus, michael-raymer@wright.edu

Leslie A. Kuhn

William F. Punch

Follow this and additional works at: https://corescholar.libraries.wright.edu/knoesis

Part of the Bioinformatics Commons, Communication Technology and New Media Commons, Databases and Information Systems Commons, OS and Networks Commons, and the Science and Technology Studies Commons

Repository Citation

This Conference Proceeding is brought to you for free and open access by the The Ohio Center of Excellence in Knowledge-Enabled Computing (Kno.e.sis) at CORE Scholar. It has been accepted for inclusion in Kno.e.sis Publications by an authorized administrator of CORE Scholar. For more information, please contact corescholar@www.libraries.wright.edu, library-corescholar@wright.edu.
Knowledge Discovery in Biological Datasets Using a Hybrid Bayes Classifier/Evolutionary Algorithm

Michael L. Raymer, Leslie A. Kuhn, and William F. Punch

Abstract—A key element of many bioinformatics research problems is the extraction of meaningful information from large experimental data sets. Various approaches, including statistical and graph theoretical methods, data mining, and computational pattern recognition, have been applied to this task with varying degrees of success. We have previously shown that a genetic algorithm coupled with a k-nearest-neighbors classifier performs well in extracting information about protein-water binding from X-ray crystallographic protein structure data. Using a novel classifier based on the Bayes discriminant function, we present a hybrid algorithm that employs feature selection and extraction to isolate the salient features from large biological data sets. The effectiveness of this algorithm is demonstrated on various data sets, including an important problem in proteomics — prediction of water binding sites near a protein surface.
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I. INTRODUCTION

EXTRACTION of meaningful information from large biological datasets is a central theme of many bioinformatics research problems. We have demonstrated in the past a hybrid algorithm consisting of a nearest-neighbors classifier in conjunction with a genetic algorithm (GA) feature extraction method performs well in the prediction of conserved water binding to protein surfaces [1, 2], and in the classification of other biological data sets [3]. Here, we present a novel algorithm based on the Bayes classifier that exhibits an improved capability to eliminate spurious features from large datasets, aiding researchers in identifying those features that are related to the particular problem being studied. The effectiveness of this new technique for feature selection and extraction is demonstrated on several biological and medical data sets.

A. The Bayes Classifier

Consider the task of assigning a sample to one of C classes, \( \{\omega_1, \omega_2, ..., \omega_C\} \), based on the \( d \)-dimensional observed feature vector \( \vec{x} \). Let \( p(\vec{x}|\omega_i) \) be the probability density function for the feature vector, \( \vec{x} \), when the true class of the sample is \( \omega_i \). Also, let \( P(\omega_i) \) be the relative frequency of occurrence class \( \omega_i \) in the samples. If no feature information is available, the probability that a new sample will be of class \( \omega_i \) is \( P(\omega_i) \)—this probability is referred to as the a priori or prior probability. Once the feature values are obtained, we can combine the prior probability with the class-conditional probability for the feature vector, \( p(\vec{x}|\omega_i) \), to obtain the a posteriori probability that a pattern belongs to a particular class. This combination is done using Bayes rule [4]:

\[
P(\omega_i|\vec{x}) = \frac{p(\vec{x}|\omega_i)P(\omega_i)}{\sum_{i=1}^{C} p(\vec{x}|\omega_i)P(\omega_i)}
\]

(1)

Once the posterior probability is obtained for each class, classification is a simple matter of assigning the pattern to the class with the highest posterior probability—the resulting decision rule is Bayes decision rule:

\[
given \vec{x}, \text{ decide } \omega_i \text{ if } P(\omega_i|\vec{x}) > P(\omega_j|\vec{x}) \quad \forall j
\]

When the class-conditional probability density for the feature vector and the prior probabilities for each class are known, the Bayes classifier can be shown to be optimal in the sense that no other decision rule will yield a lower error rate [5, pp. 10–17]. Of course, these probability distributions (both a priori and a posteriori) are rarely known during classifier design, and must instead be estimated from training data. Class-conditional probabilities for the feature values can be estimated from the training data using either a parametric or a non-parametric approach. A parametric method assumes that the feature values follow a particular probability distribution for each class and estimate the parameters for the distribution from the training data. For example, a common parametric method is to assume a Gaussian distribution of the feature values, and then estimate the parameters \( \mu_i \) and \( \sigma_i \) for each class, \( \omega_i \), from the training data. A non-parametric approach usually involves construction of a histogram from the training data to approximate the class-conditional distribution of the feature values.

Once the distribution of the feature values has been approximated for each class, the question remains how to combine the individual class-conditional probability density functions for each feature, \( p(x_1|\omega_i), p(x_2|\omega_i), ..., p(x_d|\omega_i) \) to determine the probability density function for the entire feature vector: \( p(\vec{x}|\omega_i) \). A common method is to assume that the feature values are statistically independent:

\[
p(\vec{x}|\omega_i) = p(x_1|\omega_i) \times p(x_2|\omega_i) \times ... \times p(x_d|\omega_i)
\]

(2)
The resulting classifier, often called the naïve Bayes classifier has been shown to perform well on a variety of data sets, even when the independence assumption is not strictly satisfied [6]. The selection of the prior probabilities for the various categories has been the subject of a substantial body of literature [7]. One of the most common methods is to simply estimate the relative frequency for each class from the training data and use these values for the prior probabilities. An alternate method is to simply assume equal prior probabilities for all categories by setting \( P(\omega_i) = \frac{1}{C} \), \( i = 1...C \).

**B. Feature Costs and the Curse of Dimensionality**

The selection of features to measure and include in the feature vector can have a profound impact on the accuracy of the resulting classifier, regardless of what specific classification rule is implemented. A common approach is to have human experts describe as many features as possible that are readily measurable and likely to be related to the classification categories. Unfortunately, there are several disadvantages to evaluating a profuse number of features in classification. First, each additional feature to be considered often incurs an additional cost in terms of measurement time, equipment costs, and storage space. In addition, the computational complexity of classification grows with each additional feature. For some classifiers the cost of each additional feature in computational complexity can be significant. In addition, the inclusion of spurious features (features unrelated to the classification categories) is likely to reduce classification accuracy. In fact, it is sometimes the case that the inclusion of features that do, in fact, contain information relevant to classification can result in reduced accuracy when the number of training samples is fixed. This phenomenon is sometimes referred to as the curse of dimensionality [8]. This effect was illustrated for a specific two-class problem with Gaussian distribution of feature values by Trunk [9].

**C. Feature Selection**

A number of techniques have been developed to address the problem of dimensionality, including feature selection and feature extraction. The main purpose of feature selection is to reduce the number of features used in classification while maintaining an acceptable classification accuracy. Less discriminatory features are eliminated, leaving a subset of the original features which retains sufficient information to discriminate well among classes. For most problems the brute-force approach is prohibitively expensive in terms of computation time. Cover and Van Campenhout [10] have shown that to find an optimal subset of size \( n \) from the original \( d \) features, it is necessary to evaluate all \( \binom{d}{n} \) possible subsets when the statistical dependencies among the features are not known. Furthermore, when the size of the feature subset is not specified in advance, each of the \( 2^d \) subsets of the original \( d \) features must be evaluated. In the special case where the addition of a new feature always improves performance, it is possible to significantly reduce the number of subsets that must be evaluated using a branch and bound search technique [11]. Unfortunately, this sort of monotonic decrease in the error rate as new features are added is often not found in real-world classification problems due to the effects of the curse of dimensionality and finite training sample sizes.

Various heuristic methods have been proposed to search for near-optimal feature subsets. Sequential methods, including sequential forward selection [12] and sequential backward selection, involve the addition or removal of a single feature at each step. “Plus \( l \) – take away \( r \)” selection combines these two methods by alternate-ly enlarging and reducing the feature subset repeatedly. The sequential floating forward selection algorithm (SFFS) of Pudil et al. [13] is a further generalization of the plus \( l \) methods, where \( l \) and \( r \) are not fixed, but rather are allowed to “float” to approximate the optimal solution as much as possible.

In a study of current feature selection techniques, Jain and Zongker [14] evaluated the performance of fifteen feature selection algorithms in terms of classification error and run time on a 2-class, 20-dimensional, multivariate Gaussian data set. Their findings demonstrated that the SFFS algorithm dominated the other methods for this data, obtaining feature selection results comparable to the optimal branch-and-bound algorithm while requiring less computation time.

When classification is being performed using neural networks, node pruning techniques can be used for dimensionality reduction [15]. After training for a number of epochs, nodes are removed from the neural network in such a manner that the increase in squared error is minimized. When an input node is pruned, the feature associated with that done is no longer considered by the classifier. Similar methods have been employed in the use of fuzzy systems for pattern recognition through the generation of fuzzy if-then rules [16, 17]. Some traditional pattern classification techniques, while not specifically addressed to the problem of dimensionality reduction, can provide feature selection capability. Tree classifiers [18], for example, typically partition the training data based on a single feature at each tree node. If a particular feature is not tested at any node of the decision tree, it is effectively eliminated from classification. Additionally, simplification of the final tree can provide further feature selection [19].

**D. Feature Extraction**

Feature extraction, a superset of feature selection, involves transforming the original set of features to provide a new set of features, where the transformed feature set usually consists of fewer features than the original set. While both linear and non-linear transformations have been explored, most of the classical feature extraction techniques involve linear transformations of the original features. Formally, the objective for linear feature extraction techniques can be stated as follows:

Given an \( n \times d \) pattern matrix \( A \) (\( n \) points in a \( d \)-dimensional space), derive an \( n \times m \) pattern matrix \( B \),
According to this formalization, many common methods for linear feature extraction can be specified according to the method of deriving the transformation matrix, $\mathcal{H}$. For unsupervised linear feature extraction, the most common technique is principal component analysis [5]. For this method, the columns of $\mathcal{H}$ consist of the eigenvectors of the $d \times d$ covariance matrix of the given patterns. It can be shown that the new features produced by principal component analysis are uncorrelated and maximize the variance retained from the original feature set [5]. The corresponding supervised technique is linear discriminant analysis. In this case, the columns of $\mathcal{H}$ are the eigenvectors corresponding to the nonzero eigenvalues of the matrix $S_W^{-1}S_B$, where $S_W$ is the within-class scatter matrix and $S_B$ is the between-class scatter matrix for the given set of patterns. Deriving $\mathcal{H}$ in this way maximizes the separation between class means relative to the covariance of the classes [5]. In the general case, the matrix $\mathcal{H}$ is chosen to maximize some criteria, typically related to classification accuracy for a specific classifier. In this view, feature selection is a special case of linear feature extraction, where the off-diagonal entries of $\mathcal{H}$ are zero, and the diagonal entries are either zero or one.

E. Evolutionary Computation in Feature Selection and Extraction

A direct approach to using GAs for feature selection was introduced by Siedlecki and Sklansky [20]. In their work, a GA is used to find an optimal binary vector, where each bit is associated with a feature (Figure 1). If the $i^{th}$ bit of this vector equals 1, then the $i^{th}$ feature is allowed to participate in classification; if the bit is a 0, then the corresponding feature does not participate. Each resulting subset of features is evaluated according to its classification accuracy on a set of testing data using a nearest-neighbor classifier [21].

![Feature 1 and Feature 2](image)

Fig. 1. A $d$-dimensional binary vector, comprising a single member of the GA population for GA-based feature selection.

This technique was later expanded to allow linear feature extraction, by Punch et al. [22] and independently by Kelly and Davis [23]. The single bit associated with each feature is expanded to a real-valued coefficient, allowing independent linear scaling of each feature, while maintaining the ability to remove features from consideration by assigning a weight of zero. Given a set of feature vectors of the form $\mathbf{X} = \{\mathbf{x}_1, \mathbf{x}_2, ..., \mathbf{x}_d\}$, the GA produces a transformed set of vectors of the form $\mathbf{X}' = \{w_1\mathbf{x}_1, w_2\mathbf{x}_2, ..., w_d\mathbf{x}_d\}$ where $w_i$ is a weight associated with feature $i$. Each feature value is first normalized, then scaled by the associated weight prior to training, testing, and classification. This linear scaling of features prior to classification allows a classifier to discriminate more finely along feature axes with larger scale factors. A knn classifier is used to evaluate each set of feature weights. Patterns plotted in feature space are spread out along feature axes with higher weight values, and compressed along features with lower weight values. The value of $k$ for the knn classifier is fixed and determined empirically prior to feature extraction.

In a similar approach, Yang and Honavar [24] use a simple GA for feature subset selection in conjunction with DistAI, a neural network-based pattern classifier [25]. As in other GA-based feature selectors, a simple binary representation was used where each bit corresponds to a single feature. The use of the GA for feature subset selection improved the accuracy of the DistAI classifier for nearly all of the data sets explored, while simultaneously reducing the number of features considered. Their hybrid classifier, GADistAI, outperformed a number of modern classification methods on the various data sets presented.

Vafaie and De Jong [26] describe a hybrid technique in which EC methods are employed for both feature selection and extraction\(^1\) in conjunction with the C4.5 decision tree classifier system [27]. Again, a binary representation is used for feature subset selection using traditional GA techniques. In this system, however, the features seen by the classifier are functions of the original features composed of simple arithmetic operations. For example, one such feature might be $\{(F_1-F_2) \times (F_2-F_4)\}$, where $F_1$, $F_2$, and $F_4$ represent values from the original feature set.

Here we present a new hybrid classifier loosely based on the idea of EC feature weighting. A parameterized discriminant function based on the Bayes classifier is developed, and an EC optimizer is used to tune the parameters of the new discriminant function. We show that this new hybrid system is effective at feature selection for various medical and biological data sets.

II. Methods

A. Bayesian Discriminant Functions

The Bayesian classifier has a computational advantage over the previously-employed knn classifier [3] in that the training data are summarized, rather than stored. The comparison of each test sample with every known training sample to find nearest neighbors during knn classification is a computationally expensive process, even when efficient search methods are employed [28]. In contrast, finding the marginal probability associated with a particular feature value is computationally efficient for both the parametric and nonparametric forms of the Bayesian classifier. Since EC-based hybrid classifiers require many classifications to be performed during feature selection and extraction, the use of a computationally efficient classifier such as a Bayes classifier is indicated.

\(^1\)The authors use the term “feature construction”.

Unfortunately, the direct application of feature weighting as described in [1] is not effective in conjunction with the Bayes classifier, because the Bayes decision rule is invariant to linear scaling of the feature space. In other words, multiplying the feature values for a given feature by a constant has no effect on the class-conditional probabilities considered by the classifier, as illustrated in Figure 2. Direct scaling of the marginal probabilities is also ineffective for the naive Bayes classifier, since the joint class-conditional probabilities are simply the products of the marginal probability values.

For the naive Bayes classifier, the class-conditional probabilities are simply the products of the marginal probabilities for each feature. A more general approach would be to encode the entire $d \times d$ covariance matrix describing the interrelationships between all the features being considered, and allow an EC-based optimizer to search for the covariance matrix which best describes the true multivariate distribution of the training data. Unfortunately, the search space involved in finding this covariance matrix grows as $2^{d^2}$, even if the elements of the covariance matrix are binary-valued. For real valued matrix elements, the search space quickly becomes intractable, even for small problems.

We can simplify the problem somewhat by viewing the Bayes decision rule as a discriminant function—a function $g$ of the feature vector $\vec{x}$. Consider, by way of example, a two-class decision problem. The Bayes discriminant function can be written as:

$$g(\vec{x}) = P(\omega_1 | \vec{x}) - P(\omega_2 | \vec{x})$$  \hspace{1cm} (3)

Here, we would decide class 1 if $g(\vec{x}) > 0$, and class 2 if $g(\vec{x}) < 0$. The classification when $g(\vec{x}) = 0$ is arbitrary. The discriminant function, then, is uniquely associated with a particular classifier, mapping an input feature vector to a value associated with a particular class. According to Duda and Hart:

“We can always multiply the discriminant functions by a positive constant or bias them by an additive constant without influencing the decision. More generally, if we replace every $g_i(\vec{x})$ by $f(g_i(\vec{x}))$, where $f$ is a monotonically increasing function, the resulting classification is unchanged.” [5, pp. 17–18].

Thus, we can design a parameterized classifier based on the concept of the discriminant function. We begin with a discriminant function based on the Bayes decision rule. Using this function as a model, we can design similar functions which classify well, but are more easily parameterizable for hybridization with EC optimization methods. After designing such a discriminant function and identifying the tunable parameters, we can use an EC to optimize these parameters with regard to a particular set of training and tuning data.

\section*{B. Nonlinear Weighting of the Bayes Discriminant Function}

Consider the Bayes discriminant function,

$$g(\vec{x}) = P(\omega_1 | \vec{x}) - P(\omega_2 | \vec{x})$$

$$= \frac{P(\vec{x} | \omega_1) \times P(\omega_1) - P(\vec{x} | \omega_2) \times P(\omega_2)}{\sum_{i=1}^{2} P(\vec{x} | \omega_i) \times P(\omega_i)}$$  \hspace{1cm} (4)

The denominator can be eliminated, since it does not affect the sign of $g(\vec{x})$, and thus does not affect the resulting classification. Since $a > b \Rightarrow \log(a) > \log(b)$, we can apply the log function to the $a \text{ posteriori}$ probabilities without changing the resulting classification. Thus, the following discriminant function is equivalent to the naive Bayes discriminant:

$$g(\vec{x}) = \log(P(\vec{x} | \omega_1) \times P(\omega_1)) - \log(P(\vec{x} | \omega_2) \times P(\omega_2)) - \log(P(\vec{x} | \omega_1)) + \log(P(\omega_1))$$

$$- \log(P(\vec{x} | \omega_2)) + \log(P(\omega_2))$$  \hspace{1cm} (6)
where
\[
\log (P(\vec{x}|\omega_i)) = \log (P(x_1|\omega_i)) + \log (P(x_2|\omega_i)) + ... \\
+ \log (P(x_d|\omega_i)) 
\] (7)

Finally, we can parameterize this discriminant function, while maintaining a similar level of classification accuracy, by adding coefficients to each of the marginal probabilities.

\[
P^*(\vec{x}|\omega_i) = C_1 \log (P(x_1|\omega_i)) + C_2 \log (P(x_2|\omega_i)) + ... \\
+ C_d \log (P(x_d|\omega_i)) + \log (P(\omega_i)) 
\] (8)

The values for the coefficients, \(C_1...d\), are supplied by an EC optimizer. The effect of these coefficients is to apply a nonlinear weighting to each of the marginal probabilities, which are then combined to produce a confidence value, \(P^*\), for each class. While \(P^*(\vec{x}|\omega_i)\) is no longer a joint probability distribution, the discriminant function is equivalent to the naive Bayes discriminant function when \(C_1 = C_2 = ... = C_d = 1\). Furthermore, the new function has several desirable features for hybridization with an EC optimizer. When a particular coefficient, \(C_j\), is reduced to zero, the associated feature value, \(x_j\), is effectively eliminated from consideration by the classifier. This allows us to perform feature selection in conjunction with classifier tuning. Furthermore, when the value of a coefficient, \(C_j\), is increased, the marginal probability value for the associated feature, \(x_j\), has an increased influence on the value of the confidence value, \(P^*(\vec{x}|\omega_i)\), for each class.

C. Gaussian Smoothing

The implementation for this discriminant function was based on the previously described nonparametric naive Bayes classifier. The marginal probability distributions for each feature were approximated using histograms with 20 bins each. A Gaussian smoothing factor was applied in order to mitigate sampling anomalies that might introduce classification bias. Given a feature value, \(x_i\), for feature \(i\), and a class \(\omega_j\), then let \(b_{\omega_j}(x_i)\) be the bin that \(x_i\) occupies in the histogram for class \(\omega_j\). When the Gaussian smoothing is applied, the effective marginal probability \(p(x_i|\omega_j)\) depends on the histogram value of bin \(b_{\omega_j}(x_i)\), as well as the histogram values of neighboring bins. Let \(b_{\omega_j}(b_{\omega_j}(x_i))\) be the histogram value for bin \(b_{\omega_j}(x_i)\)—that is, the proportion of the training samples of class \(\omega_j\) that have values for feature \(i\) that belong in the bin \(b_{\omega_j}(x_i)\)—then the effective marginal probability for feature value \(x_i\) is:

\[
p(x_i|\omega_j) = \sum_{k=-\sigma}^{+\sigma} (G(k, \sigma) \times h_{\omega_j}(b_{\omega_j}(x_i) + k)) 
\] (9)

where \(G(k, \sigma)\) is the mass density function for the Gaussian distribution at \(\mu = 0.0\), with variance \(\sigma^2\):

\[
G(k, \sigma) = \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{1}{2}(\frac{k}{\sigma})^2} 
\] (10)

The value of \(\sigma\), a run-time parameter, determines the number of bins that will contribute to each effective marginal probability value. Figure 3 illustrates the effect of Gaussian smoothing on the effective marginal probability for a particular feature value.

For the experiments detailed here, Gaussian smoothing was applied with \(\sigma = 2.0\).

D. GA Optimization of the Nonlinear Discriminant Coefficients

Several EC-based methods were employed to optimized the coefficients of the Bayes-derived discriminant function. The experiments using a genetic algorithm as the optimizer will be described here.

During the execution of the GA, each coefficient vector is passed to the classifier for evaluation, and a cost (or inverse fitness) score is computed, based primarily on the accuracy obtained by the parameterized discriminant function in classifying a set of samples of known class. Since the genetic algorithm seeks to minimize the cost score, the formulation of the cost function is a key element in determining the quality of the resulting classifier. Coefficients are associated with each term in the GA cost function that allow control of each run. The following cost function is computed by the knn classifier for each individual (consisting of a weight vector and \(k\) value):

\[
\text{cost} (\vec{w}, k) = C_{\text{acc}} \times \text{Err}(\vec{w}, k) \\
+ C_{\text{pars}} \times \text{nonzero}(\vec{w}) \\
+ C_{\text{vote}} \times \text{incorrect.votes}(\vec{w}, k) \\
+ C_{\text{bal}} \times \text{Bal}(\vec{w}, k) 
\] (11)

Where \(\text{Err}\) is the error rate; \(\text{nonzero}(\vec{w})\) is the number of nonzero coefficients in the discriminant function coefficient vector \(\vec{w}\); and \(\text{Bal}\) is the balance, defined as the difference between the maximum and minimum classification accuracy among all classes. Additionally, \(C_{\text{acc}}, C_{\text{pars}},\) and \(C_{\text{bal}}\) are coefficients for each of these terms, respectively. The coefficients determine the relative contribution of each part of the fitness function in guiding the GA search. The values for the cost function coefficients were determined empirically in a set of initial experiments for each data
set. Typical values for these coefficients are $C_{acc} = 20.0$, $C_{pars} = 1.0$, and $C_{bat} = 10.0$.

E. Representation Issues and Masking

The representation of the discriminant function coefficients on the chromosome is fairly direct—a 32 bit integer is used to represent each coefficient. The resulting gene on the GA chromosome yields an unsigned value over the range $[0,2^{32} - 1]$. This value is then scaled by division to yield a real value over $[0.0,100.0]$.

In order to infer the minimal set of features required for accurate classification, it is desirable to promote parsimony in the discriminant function—that is, as many coefficients should be reduced to zero as is possible without sacrificing classification accuracy. While the cost function encourages parsimony by penalizing a coefficient vector for each nonzero value, a simple real-valued representation for the coefficients themselves does not provide an easy means for the GA to reduce coefficients to zero. Since the GA mutation operator tends to produce a small change in a single weight value, numerous mutations of the same feature weight are often required to yield a value at or near zero. Several methods were tested to aid the search for a minimal feature set, including reducing weight values below a predefined threshold value to zero, and including a penalty term in the cost function for higher weight values. The method that proved most effective, however, was a hybrid representation that incorporates both the GA feature selection technique of Siedlecki and Sklansky [20] and the feature weighting techniques of Punch et al. [22] and Kelly and Davis [23]. In this hybrid representation, a mask field is assigned to each feature. The contents of the mask field determine whether the feature is included in the classifier (see Figure 4). In the initial implementation, a single mask bit was stored on the chromosome for each feature. If the value of this bit was 1, then the feature was weighted and included in classification. If, on the other hand, the mask bit for a feature was set to 0, then the feature weight was treated effectively as zero, eliminating the feature from consideration by the classifier. Since the masking fields comprised a very small section of the chromosome relative to the discriminant function coefficients, the number of mask bits associated with each feature was later increased to five. This increase had the effect of increasing the probability that a single bit mutation in a random location would affect the masking region of the chromosome. The interpretation of multiple mask bits is a simple generalization of the single bit case. When the majority of the mask bit values for a field are 1, then the field is weighted and included in classification. Otherwise, the field weight is reduced to 0, removing the feature from consideration by the knn. The number of mask bits is always odd so there is no possibility of a tie. Figure 4 shows a typical GA chromosome for the hybrid Bayes discriminant classifier with masking.

![Fig. 4. An example of the EC chromosome for optimization of the nonlinear discriminant coefficients. A four-dimensional problem is shown. Each coefficient, $C_i$, in the discriminant function is determined by the chromosome weight, $W_i$, and the masking field, $M_i$.](image)

III. Results and Discussion

A. Classification of UCI Data Sets

Classification of data from the UCI machine learning data set repository was performed to evaluate the effectiveness of the hybrid classifier on real-world data, and to facilitate comparison with our previously-developed hybrid EC/knn technique. The four data sets used for this evaluation are described in detail in [3], and at the UCI website [29]. Table I compares the classification and feature selection performance of the hybrid discriminant-function-based classifier with that of our previous EC/knn hybrid classifiers and the naive Bayes classifier.

The most evident aspect of the results on these four data sets is the feature selection capability demonstrated by the nonlinear discriminant function. For three of the four data sets, the minimum number of features used in classification was found by the nonlinear discriminant function in conjunction with the GA. Additionally, for the hepatitis data, the test accuracy obtained by the two discriminant function classifiers surpassed the other classifiers tested. For the other three data sets the accuracies obtained by the discriminant methods were similar to those obtained by other methods tested. The notable difference between the Tune and Test results for the hepatitis and ionosphere data sets suggest that the discriminant classifiers may be more prone to overfitting of the training and tuning data than the other classifiers.

Examination of the run times for the UCI data sets illustrates the advantage held by the discriminant-function-based classifiers over the EC/knn hybrid classifiers in terms of computational efficiency. Table II compares the execution times for 200 generations of GA optimization in conjunction with the nonlinear discriminant function and the knn classifier. In all cases the nonlinear discriminant classifier is significantly faster than the GA/knn—in the case of the Pima Indian diabetes data set the difference is nearly tenfold.

B. Classification of Medical Data

For the thyroid and appendicitis data, the discriminant function-based classifiers were trained and tested in the same manner as the previously developed EC-hybrid clas-
TABLE I
Results of the nonlinear-weighted Bayes discriminant function (Nonlinear) on various data sets from the UCI Machine Learning data set repository, averaged over 50 runs. **Train/Tune** refers to the accuracy obtained when reclassifying the data used by the EC in tuning (optimizing) feature subsets and weights. **Test** refers to the accuracy obtained on an independent test set for each experiment, disjoint from the training and tuning sets. The number of features is the mean number of features used in classification over all 50 runs.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Train/Tune</th>
<th>Test</th>
<th>Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hepatitis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayes</td>
<td>85.3</td>
<td>65.7</td>
<td>19</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>95.4</td>
<td>79.4</td>
<td>6.5</td>
</tr>
<tr>
<td>GA/knn</td>
<td>86.0</td>
<td>69.6</td>
<td>8.1</td>
</tr>
<tr>
<td>EP/knn</td>
<td>87.2</td>
<td>73.1</td>
<td>8.9</td>
</tr>
<tr>
<td>Wine</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayes</td>
<td>98.8</td>
<td>94.7</td>
<td>13</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>97.8</td>
<td>91.3</td>
<td>4.5</td>
</tr>
<tr>
<td>GA/knn</td>
<td>99.7</td>
<td>94.8</td>
<td>6.0</td>
</tr>
<tr>
<td>EP/knn</td>
<td>99.5</td>
<td>93.2</td>
<td>6.2</td>
</tr>
<tr>
<td>Ionosphere</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayes</td>
<td>93.0</td>
<td>90.1</td>
<td>34</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>97.6</td>
<td>87.5</td>
<td>8.5</td>
</tr>
<tr>
<td>GA/knn</td>
<td>95.0</td>
<td>91.9</td>
<td>8.5</td>
</tr>
<tr>
<td>EP/knn</td>
<td>93.2</td>
<td>92.3</td>
<td>13.5</td>
</tr>
<tr>
<td>Pima</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayes</td>
<td>76.1</td>
<td>64.6</td>
<td>8</td>
</tr>
<tr>
<td>Nonlinear</td>
<td>76.2</td>
<td>70.4</td>
<td>3.9</td>
</tr>
<tr>
<td>GA/knn</td>
<td>80.0</td>
<td>72.1</td>
<td>3.1</td>
</tr>
<tr>
<td>EP/knn</td>
<td>79.1</td>
<td>72.9</td>
<td>3.9</td>
</tr>
</tbody>
</table>

TABLE II
Execution times (wall clock time) for 200 generations of GA optimization of the knn and nonlinear discriminant function classifiers. For each data set, the number of features (d), the number of classes (C), the combined training and tuning set size (n), and the mean execution time (hours:minutes:seconds) over 50 runs are shown. Each run was executed on a single 250MHz UltraSPARC-II cpu of a six-cpu Sun Ultra-Enterprise system with 768 MB of system RAM. Runs were executed in sets of 5 with no other user processes present on the system.

<table>
<thead>
<tr>
<th>Data set</th>
<th>d</th>
<th>C</th>
<th>n</th>
<th>knn</th>
<th>nonlinear</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>8</td>
<td>2</td>
<td>400</td>
<td>1:40:13</td>
<td>0:10:52</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>19</td>
<td>2</td>
<td>240</td>
<td>1:05:48</td>
<td>0:24:42</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>2</td>
<td>400</td>
<td>2:02:25</td>
<td>0:43:37</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>3</td>
<td>240</td>
<td>0:23:59</td>
<td>0:14:39</td>
</tr>
</tbody>
</table>

The discriminant function based classifier performed well on the hypothyroid diagnosis data, utilizing a smaller feature set than the GA/knn at a slight cost in bootstrap test accuracy. The poor performance of the nonlinear classifier on the appendicitis data set, along with the previous results for the hepatitis and ionosphere data sets, suggests that the discriminant function classifier may be prone to overfitting when presented with small (< 50 samples of each class) data sets for training, tuning, and testing.

C. Discussion

A key advantage of the discriminant function classifier over the nearest neighbor methods is the gain in computational efficiency obtained by estimating the class-conditional feature value distributions based on the training data, rather than storing every training sample and performing an all-pairs search for near neighbors for each test sample. While the experiments here were all executed for a fixed number of EC generations, it would be worthwhile to run several experiments constrained instead by wall-clock time. In this way, the efficiency advantage of the discriminant function-based classifier might be translated into further gains in classification accuracy relative to the nearest-neighbor methods.

The nonlinear discriminant function classifier, in conjunction with the GA feature extraction method, seems to exhibit the best feature selection capability of all the classifiers evaluated. In several cases, however, the additional...
reduction in the number of features, as compared to the GA/knn classifier, incurred a slight cost in terms of classification accuracy.

The promise exhibited by the discriminant function-based classifier suggests several avenues for further investigation. One possible improvement would be to include the prior probabilities for each class on the EC chromosome as a covariance matrix, so that the relationship among the various distributions of feature values encoded on the EC chromosome can exacerbate the problem of overfitting the training and tuning data, resulting in poor performance on independent test data.

Since the capabilities of the Bayes classifier have been well explored in the literature, an alternate approach would be to avoid direct modification of the Bayes discriminant function. Instead, the independence assumption of the naïve Bayes classifier might be abandoned, and the relation among the various distributions of feature values encoded in poor performance on independent test data.

The promise exhibited by the discriminant function-based classifier suggests several avenues for further investigation. One possible improvement would be to include the prior probabilities for each class on the EC chromosome as a covariance matrix, or some subset thereof. Essentially, this approach would allow the EC to estimate the covariance matrix for each class based on both the training and tuning data provided. In conjunction with the previously proposed technique of including the a priori probabilities for each class on the chromosome, all the parameters of a traditional Bayes classifier might be optimized by the EC for a particular data set and error cost function.
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